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Abstract. A new regime is described for radiation pressure acceleration of a thin foil by an intense laser beam of above $10^{20}$ W cm\textsuperscript{-2}. Highly monoenergetic proton beams extending to giga-electron-volt energies can be produced with very high efficiency using circularly polarized light. The proton beams have a very small divergence angle (\textless 4\degree). This new method allows the construction of ultra-compact proton and ion accelerators with ultra-short particle bursts.
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1. Introduction

Since the pioneering work of Clark et al [1], Maksimchuk et al [2], and the studies done with the Nova PetaWatt laser [3, 4], there has been considerable interest in the generation of multi-mega-electron-volt proton beams from thin foil targets irradiated by ultraintense lasers [5]–[12]. This interest is driven by some outstanding qualities of these beams due to their very low emittance [10], short burst duration and the very large accelerating field (>10^{12} V m^{-1}). The large accelerating field allows ions to be accelerated to mega-electron-volt type energies over micron length scales and hence, allows the construction of ultra compact accelerators. Potential applications that might benefit from an accelerator with such properties are fast ignition inertial confinement fusion (ICF) [13]–[15] and radiotherapy for the treatment of tumours and probing laser-plasma interactions [16]. Currently, the extremely low emittance is achieved by a combination of large divergence with a small source size and short burst duration with a 100% energy spread. Any novel scheme that can reduce the divergence and produce monoenergetic beams would therefore present a very substantial breakthrough. In experiments to date the acceleration normally attributed to target normal sheath acceleration (TNSA) [6], [17]–[20]. In TNSA, the acceleration of the initially cold ions is due to the strong fields set-up by a sheath of laser accelerated relativistic electrons at the rear of the foil. The ion energy is dominated by the temperature and density of the hot electron population and hence scales as (I\lambda^2)^{1/2}.

Another, in principle very efficient means of using lasers to accelerate foils to high velocities has been discussed in the literature for many years [21]—radiation pressure acceleration (RPA). Hereby, the momentum of the laser is imparted directly to the object to be accelerated. Simple analytic models based on momentum conservation indicate that the final energy should simply scale as \( \propto (I \tau / \sigma)^\alpha \) (where \( I \) is the intensity, \( \tau \) the pulse duration and \( \sigma \) is the areal mass of the foil). The exponent, \( \alpha \) is equal to 2 for \( v_{\text{final}} \ll c \), and \( \alpha \rightarrow 1/3 \) in the ultrarelativistic limit. In terms of simple numbers, any laser capable of >10^{7} J cm^{-2} should therefore be able to accelerate sub-micron foils to a monoenergetic beam with energies in excess of 1 MeV and should provide a much more favourable intensity scaling than TNSA (which scales \( \propto I^{1/2} \)) in most cases. However, this has never been demonstrated for realistic parameters above the plasma formation threshold.

While high power lasers that can deliver >10^{7} J cm^{-2} in a variety of pulse durations and wavelengths have existed for decades, there is no experimental evidence of RPA actually being the dominant process anywhere in this wide parameter range. For example, for lasers with >10^{15} W cm^{-2} and 10 ns duration, foil acceleration is ablative driven [22] and for CPA lasers with >10^{19} W cm^{-2} and <1 ps TNSA is the dominant particle acceleration mechanism [4]. The question is therefore, whether there is any scheme for realistic laser parameters in which RPA can be expected to dominate. Recently, this area has been invigorated by the numerical demonstration of RPA by Esirkepov et al [23] at \( I > 10^{23} W cm^{-2} \) using linear polarization. Unfortunately, this high intensity will preclude the possibility of testing this theory for a number of years and making a practically working system with reasonable repetition rates an even more distant prospect.

In this paper, we identify for the first time a realistic RPA scheme for current laboratory lasers—based on the use of circular polarization to effectively couple the laser to the entire foil. Simulations using one dimensional (1D) and 2D particle in cell (PIC) simulations predict a step change in the performance of laser based proton and ion accelerators—making low...
divergence, monoenergetic giga-electron-volt beams a realistic prospect. Comparisons with the analytical model suggest that we have indeed identified a scheme in which RPA is the dominant interaction.

This paper has four main parts: a discussion of the basic mechanism of our new scheme and comparisons to the scaling predicted by the analytical RPA model, a discussion of the ion energy scaling, some of the practical limits (failure modes) and a discussion of the 2D calculations. The majority of the simulations has been carried out using the electromagnetic (EM) PIC method with one spatial and three momentum dimensions (1D3P). Higher dimensional effects have been addressed by 2D3P calculations using the OSIRIS code [24].

2. Theory

The theoretical starting point for this work is the 1D model of RPA [21, 25]. The 1D relativistic equation of motion for an illuminated foil is derived by first noting that the intensity of the incident radiation in the instantaneous rest (primed) frame of the foil is $I'/I = (1 - v/c)/(1 + v/c)$ where $v$ is the foil velocity. Since the three-force is colinear with the foil velocity, $f'_x = f_x$. One therefore obtains the following equation of motion:

$$\frac{dp}{dt} = \frac{2I}{c} \sqrt{p^2 + \sigma^2 c^2} - p,$$

where $p$ is the areal momentum of the foil and $\sigma$ is the areal mass of the foil. The most elegant way to integrate equation (1) is to seek a solution of the form,

$$p = \sigma c (\sinh(\psi) - 1/4\sinh(\psi)).$$

One then immediately finds that:

$$\psi = \frac{1}{3} \sinh^{-1} \left[ \frac{6It}{m_in_ilc^2} + 2 \right],$$

where we have written the foil areal mass as $\sigma = m_in_il$ ($m_i$ is the ion mass, $n_i$ the ion density and $l$ is the foil thickness). The momentum of an individual ion is then given by $p_i = m_ic(\sinh(\psi) - 1/4\sinh(\psi))$.

If one illuminates at a constant intensity of $I = 2 \times 10^{21}$ W cm$^{-2}$ for 400 fs, and the foil has an areal mass of $5 \times 10^{-5}$ kg m$^{-2}$ (a 50 nm thick carbon foil at 1000 kg m$^{-3}$), then one finds that the resultant energy per carbon ion is 5.5 GeV. This is a considerable energy by the standards of most experimental observations, indeed it is well in excess of the 1–2 GeV required for certain medical applications. Note that the model implies that the energy spectrum must be intrinsically monoenergetic, because the model makes the assumption that the force applies to the entire foil and that the foil stays intact.

Substantial caution, however, needs to be applied, since this theory makes the assumption that the laser momentum is efficiently coupled directly to the ion population. Certain conditions will have to be met for this assumption to be valid. The laser primarily interacts with the plasma electrons, and usually the heating of the electrons leads to sheath acceleration dominating. This prevents the entire foil from being uniformly accelerated. For any RPA scheme it is essential that the electric field is dominated by a single positive spike (front and back sheaths must be small...
in comparison). This electric field can accelerate all of the ions as single object, which is what equation (1) assumes. This magnitude of this spike must be approximately $E_x = \frac{F_{\text{rad}}}{en_\text{e,0}}$ for RPA to dominate (this also implies that the electrons are in force balance), otherwise equation (1) will not model the foil motion. If the size of the spike is comparable to the foil thickness then, from Gauss’ law, one finds that the electron and ion densities on each side of the spike must satisfy $2Ie_0/e^2n_{e,0}c^2 \approx |Zn_i - n_e|$. For $I = 10^{21}$ W cm$^{-2}$ and $l = 100$ nm one concludes that about half the electrons from one side of the foil need to be moved into the other, and this must be sustained in a quasi-static fashion. This leads one to suspect that circular polarization must be critical, as this will provide a constant ponderomotive expulsion which can sustain this large charge displacement quasi-statically, whereas one suspects that the oscillating ponderomotive force of a linearly polarized pulse will not be able to do this.

3. Simulation results

The challenge is then to find an interaction regime in which these conditions are met, and competing mechanisms (e.g. TNSA) are suppressed. Our results show that this can be achieved by illuminating a solid target with ultra high contrast pulses with circular polarization. In the case of circular polarization the electron dynamics are substantially different. In particular, the ponderomotive pressure no longer oscillates through zero twice per optical cycle. Instead the ponderomotive pressure becomes slowly varying and follows the shape of the intensity envelope. This allows the strong, sustained, expulsion of electrons at lower intensities than with linear polarization which results in weaker expulsion at a given intensity. In a circularly polarized interaction at normal incidence, the periodic expulsion (at frequency $2\omega$) of relativistic electrons is suppressed and consequently there is no relativistic electron current reaching the target surfaces. The sheath fields responsible for TNSA acceleration are therefore also strongly suppressed allowing RPA to dominate at intensities that are feasible with current laser systems. Achieving RPA using linear polarization relies on exploiting the stronger intensity scaling of RPA versus TNSA and requires the intensity to be increased until RPA dominates the interaction. Unfortunately, this only occurs for laser parameters which are orders of magnitude above the current state of the art [23].

In numerical simulations it is observed that, initially a strong expulsion of electrons occurs in a very thin region. As the spike in the electric field accelerates ions out of this thin region and the critical surface retreats along with the ions the laser begins to penetrate beyond the initial target surface. The ions behind this initial layer are then accelerated similarly. This particular process appears to be very similar to that described by Macchi et al [26]. However, as the foil is very thin, eventually the entire ion population is accelerated in this way and has achieved a net positive momentum. Then the ions that originated from the front surface are eventually overtaken and re-accelerated. This repeats in cyclic fashion.

It should be stressed that Macchi et al did not consider or demonstrate the possibility of an entire foil being accelerated in the RPA regime. Macchi et al concluded that their scheme could produce ‘moderate’ energy ions, whereas this work demonstrates that this can easily be extended to produce high energy ions. We should also address the matter of the statement in the later work of Esirkepov et al [27] that a ‘transition’ into the RPA regime begins around $5 \times 10^{21}$ W cm$^{-2}$. Exactly how a smooth transition occurs was not made clear. In the RPA mechanism there is no dependence on the ion charge or laser wavelength, for example, whereas there is a strong dependence the TNSA mechanism. Nor was it demonstrated that strongly
Figure 1. Top left panel: proton energy spectrum after 400 fs in the standard run. Bottom left panel: log_{10} p - x proton phase space at 400 fs in standard run. Top right panel: proton energy spectrum for identical parameters but with linear polarization. Bottom right panel: log_{10} p - x proton phase space at 400 fs in linear polarization run. In the case of circular polarization the foil is accelerated as a whole, leading to a narrow energy spectrum, whereas in the case of linear polarization the foil violently decompresses and produces a broad energy spectrum.

Monoenergetic spectra could be obtained early in this transition. In contrast to that work, what we are demonstrating here is that a complete switch from the TNSA to the RPA regime can be obtained at intensities around 10^{21} W cm^{-2}. This is illustrated clearly by figure 1. The work of Zhang et al [28] may well describe a similar mechanism, although in this paper we describe a regime in which much higher energy ions are produced, and we demonstrate that an RPA model correctly describes the scaling.

The specifics of the 1D EM PIC simulations are now reported. This considered a 150 nm foil consisting of protons at density of 8 \times 10^{28} m^{-3} with a corresponding electron density to give initial charge neutrality with an initial electron and ion temperature of 10 keV (to ensure a reasonable time-step). The front surface is initially located at 105 \mu m on the grid. A circularly
polarized EM wave with $\sin^4(t)$ with a full width half maximum (FWHM) pulse duration of 64 fs and the peak intensity is $2 \times 10^{21}$ W cm$^{-2}$ is incident on the foil. This constitutes our standard calculation, which we carry out up to 400 fs. As anticipated the foil is accelerated as a whole and the spectrum shows that almost the entire ion population is concentrated in a monoenergetic spectral peak at 485 MeV (figure 1 (top left panel)).

The aforementioned evolution of the proton phase space is illustrated by figure 2. The corresponding proton density profiles are also shown. This shows how the ions are initially accelerated at the front surface and are driven through the target. The electric field consists of a single positive spike, which is created by a very strong charge displacement at the front of the ion mass. It is during the time, from 20–60 fs, that the phase space evolution has many similarities to the process described by Macchi et al. It is from 60 fs onwards that the cyclic
acceleration of the foil mass occurs, i.e. after the ions from the front surface have been pushed through the rear surface. At these later times the phase space shows a distinct ‘head’, where the majority of the ion mass is concentrated, and a ‘tail’ which contains a very low amount of trailing mass.

The results of the simulation are in excellent agreement with a semi-analytical RPA model as can be seen in figure 3, where the prediction of a semi-analytical model for the energy of the spectral peak (i.e. modal energy) and the conversion efficiency (reaching >60%) is compared to the simulation results. The semi-analytic model is based on integrating equation (1) and an equation which specifies the intensity profile (i.e. $I = I(t)$). The position of the foil, $x_{\text{foil}}(t)$, must also be tracked so one has two first-order differential equations and a pulse specification equation which can be integrated numerically very quickly. The peak energy in the simulation is always slightly higher than that predicted by the semi-analytic model. This is because the foil loses some mass in the form of ‘trailing mass’ that gets left behind as the foil is accelerated.

It is also interesting to assess factors that do not play any role in the analytic model. Firstly, there is the matter of wavelength. This is absent from the analytic model (as seen in equation (1)), and this contrasts greatly with TNSA in which ion energy scaling depends on $(I\lambda^2)^{1/2}$ [18]. On repeating the standard run with 0.5 $\mu$m light, it is found that the results differ less than 10%, however, this must become important in the limit where the wavelength becomes so short that the foil is transparent. Secondly, there is the matter of the ion charge, or the charge to mass ratio of the ions, which is also absent from the analytic model, but is not in TNSA [6]. When the standard run is repeated for particles with $A=1$ and $Z=2$ the results also differ by less than 10%. Thus it has been shown that the radiation pressure model is an excellent explanation of these simulation results both in terms of the peak proton energy evolution with time and the fact that this mechanism has only a very weak dependence on wavelength or ion charge.

It is instructive to contrast these results with the results obtained using linear polarization in otherwise identical conditions. The constant expulsion of electrons is not achieved and this acceleration mechanism fails giving way to TNSA (figure 1 (top right panel)), in agreement with experimental evidence [29]. The phase space plots in figure 1 (bottom left and right panels) also
show that the acceleration is completely different in the two cases. We should re-iterate that this shows that the change in laser polarization results in a complete switch between two completely different acceleration regimes. Furthermore it should be noted that when simulations are carried out under different conditions (such as for different foil thicknesses and intensities as reported in section 4) the same applies—repeating the simulation with linear polarization results in the mechanism reverting to TNSA and a broad energy distribution. This is in agreement with the conclusions drawn at the end of section 2.

4. Discussion

The semi-analytical model allows the dependence on the final peak proton energy on foil thickness $d$ and intensity to be estimated very accurately. These scale as $\propto d^{-1}$ and $\propto I$ (for non-relativistic foil velocities), respectively. This was shown to be the case by carrying out a set of 1D PIC runs over a wide range of parameters, the results of which are shown in (figure 4). As in the case of the standard run, the agreement with the semi-analytic model is excellent. Monoenergetic spectra are still obtained in each case, although the relative energy spread is larger the lower the final proton energy. The highest proton energies are thus achieved for thin foils at high irradiance with 1 GeV protons predicted for intensities $3 \times 10^{21}$ W cm$^{-2}$ and $d = 150$ nm. These simulations also show that the scheme has the potential to accelerate a large total number of ions, $N = n_i A$, where $A$ is the actual area of the foil that will be accelerated due to the finite size of the laser spot. Even if the area accelerated has a radius of 1–2 $\mu$m one expects to accelerate $10^{10}$ ions, and if this radius is increased to 4–5 $\mu$m then one expects to accelerate $>10^{11}$ ions.

To assess how robust this scheme was, several potential real-life failure modes were investigated. Clearly, the foil must be thick enough and have a sufficiently high density to avoid becoming transparent. In the case of the standard run (1 $\mu$m wavelength) this begins to occur below 100 nm (see figure 4 (left panel)), suggesting that the acceleration of ultrathin foils at very high intensities is only possible using longer wavelengths. Complete failure for the standard run parameters was found to occur at 20 nm foil thickness. The effects of the pulse being elliptically, as opposed to perfectly circularly, polarized were also investigated. It was found that a deviation from circular to ellipticities of 1.5 : 1 to 2 : 1 had little significant effect.

A critical failure mode that is relevant to any RPA scheme is also highlighted for targets consisting of multiple ion-species. Since the electric field will be determined by the electron density $n_e = Z_1 n_{i,1} + Z_2 n_{i,2}$, and the equation of motion for each ion species will be given by:

$$\frac{dp_{i,k}}{dt} = \frac{Z_k n_{i,k} (2I/c)[(1-v/c)/(1+v/c)]}{(Z_1 n_{i,1} + Z_2 n_{i,2})}.$$

This scenario was examined by comparing simulations identical to the standard run, except that the protons were replaced by a mixture of protons and C$^{6+}$ each at a density of $4 \times 10^{28}$ m$^{-3}$. The acceleration of the C$^{6+}$ ions was not significantly affected and reached a final energy of 280 MeV compared to 339 MeV predicted by the semi-analytic model. By contrast the protons were badly affected and only reached energies of 20–40 MeV compared to 485 MeV achieved in the standard run. Although the species separated, the foil was not destroyed in this instance. However, the protons can only ever be accelerated to the extent that they are co-moving with the heavy ions, hence achieve a greatly reduced energy. Therefore, accelerating protons using...
Figure 4. Peak proton energy against foil thickness (left panel) and peak intensity (right panel) in both PIC simulations (circles) and semi-analytic model (lines). Dashed: 150 nm, solid: 250 nm and dash-dot: 350 nm foil thickness in right panel.

Figure 5. Left panel: C\textsuperscript{6+} energy spectra in 1:1 C\textsuperscript{6+} : H\textsuperscript{+} simulations (solid) and pure C\textsuperscript{6+} simulation (dashed). Right panel: proton energy spectrum in 1:1 C\textsuperscript{6+} : H\textsuperscript{+} simulation.

this scheme presents technical challenges, but the acceleration of heavy ions is easier as proton contamination is uncritical, which stands in stark contrast to the TNSA mechanism.

This scenario was examined by comparing simulations identical to the standard run, the results of which are shown in figure 5. The run is identical to the standard run, except that the protons have been replaced by a mixture of protons and C\textsuperscript{6+} each at a density of 4 \times 10\textsuperscript{28} m\textsuperscript{-3}. The results for a simulation where the protons are not present is also shown. The energy spectra
are taken from the simulation at 400 fs in all three cases. The energy spectrum of the C$^{6+}$ ions in figure 5 show that the C$^{6+}$ ions are not badly affected by this failure mode. Note that the semi-analytic model predicts an energy of 339 MeV for the C$^{6+}$ only case. The protons are undesirable, however, as a lower peak energy is achieved. The protons are badly affected by this failure mode, however, as shown by the proton energy spectrum in figure 5 in which proton energies between 20 and 40 MeV are achieved which should be compared to the 485 MeV achieved in the standard run. In the simulation it is observed that the protons move ahead and separate from the C$^{6+}$ ions. The accelerating electric field is much lower in the proton-only region. The C$^{6+}$ ions subsequently overtake the protons, and the protons are accelerated again. The result is that the protons are only ever accelerated to such an extent that they can move at approximately the same speed as the carbon ions, and thus only low proton energies are achieved. Therefore, accelerating protons using this scheme presents technical challenges, but the acceleration of heavy ions is easier since proton contamination is unimportant. This stands in stark contrast to the TNSA mechanism in which the presence of a light ion population strongly inhibits the acceleration of heavy ions.

Since the foils must be very thin for efficient RPA to take place, pulse contrast becomes a critical issue. Recent experiments [30] have demonstrated that ultrathin foils as thin as 50 nm can remain intact until the peak of a 50 fs, 10$^{19}$ W cm$^{-2}$ pulse arrives. This demonstrates that sufficiently high contrast can be achieved, although plasma mirrors might be required at the highest intensities [31]. However, there will inevitably be some decompression as a result of the rising edge of even ultra-high contrast pulses for such thin foils. To test that the scheme is not dependent on the precise density profile, simulations were performed on foils that were decompressed by a factor of two in density to simulate the effect of the rising edge of the pulse. This also showed very little effect on the overall acceleration of the foil.

5. 2D simulations

Finally, to assess the impact of higher dimensional effects, 2D3P OSIRIS simulations were performed. These simulations used a grid of 4000 cells along the laser axis and 8000 cells transversely (16 $\mu$m × 32 $\mu$m). The foil was 100 nm thick consisting of electrons and protons (400 particles per cell at a density of 100$n_{\text{crit}}$, initial electron temperature of 3 keV). The normally incident laser pulse was circularly polarized with a peak $a_0$ of 34 and was approximately Gaussian with 31 fs FWHM duration. The transverse spatial distribution is a fourth-order supergaussian ($I \propto \exp(-(r/r_0)^4)$) with a 1/e width of 13 $\mu$m—corresponding to focusing a top-hat laser beam outside the Rayleigh range. This shape allows quasi 1D dynamics to be maintained in the 2D simulation, by ensuring that the length over which the acceleration takes place is smaller than the transverse dimension over which the laser intensity varies negligibly. This shape contributes greatly to the flat acceleration profile; a normal Gaussian gives a very curved shape to the foil and produces a broad energy spectrum with reduced peak energy.

Figure 6 shows both a plot of the ion density at 64 fs, and the energy spectrum at different times. The divergence angle of the protons (within $y = 10–20 \mu$m) is less than 4°. In 1D, taking the on-axis intensity, the semi-analytic model predicts peak energy of 260 MeV, compared to a peak energy of 240 MeV in the 2D calculation. This shows that 2D effects do not substantially affect the acceleration process. As one would expect, the foil shows some transverse Rayleigh Taylor like instability which begins to result in spectral broadening at late times. It should be
Figure 6. Results from 2D OSIRIS simulation: Top left panel: proton density \( \log_{10}(n_p/n_{\text{crit}}) \) at 64 fs. Bottom panel: proton density \( \log_{10}(n_p/n_{\text{crit}}) \) at 64 fs in simulation with zero initial electron temperature. Top right panel: proton energy spectra at 53 (solid), 64 (dashed) and 75 (dash-dot) fs.

emphasized that the growth rate and hence the scale of spectral broadening is overestimated by the current simulations. It was found that these effects decrease substantially as the number of particles per cell is increased and initial temperature is decreased. The effect of setting the initial electron temperature to zero is also shown in figure 6. A further increase in the number of particles per cell and a reduction of cell size (allowing a lower initial temperature) is expected to reduce these effects further. However, these simulations represent the limit of our computational capacity.

6. Summary

In summary, it has been demonstrated that laser based ion acceleration based on radiation pressure is viable at intensities around \( 10^{20}-10^{21} \) W cm\(^{-2} \) using high contrast, circularly polarized pulses. This produces highly energetic, monoenergetic ions very efficiently. The mechanism has been identified as a RPA on the basis of a semi-analytic model. The
semi-analytic model agrees extremely well with the simulation results and thus accurately predicts the energy scaling. RPA of ions at intensities achievable with the latest laser technology represents a step change in the quality and performance of laser-ion acceleration.
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