The Schrödinger Equation

When we talked about the axioms of quantum mechanics, we gave a reduced list. We did not talk about how to determine the eigenfunctions for a given situation, or the time development of wavefunctions. For nonrelativistic particles (which is all we'll consider here), these issues are addressed with the Schrödinger equation.

Let’s start by motivating this equation. Consider a traveling plane wave in one dimension, say the $x$ direction. In classical physics, we represented the relation between the location and time for this wave by the real part of $f(x, t) = \exp \left( i(kx - \omega t) \right)$ for a frequency $\omega$ and wavenumber $k = 2\pi/\lambda$, where $\lambda$ is the wavelength. In quantum mechanics we know that $k = p/\hbar$. Therefore, let the wavefunction (unnormalized) be

$$\psi \propto \exp \left( i(px/\hbar - \omega t) \right).$$

Right away we can see that there is a problem with this. The probability is supposed to be proportional to the squared norm of the wavefunction, but that’s a constant for this one! Therefore, the integral over all space is infinite unless the constant is zero, which is uninteresting. However, we can still use this because any wavefunction may be built up by sums or integrals of functions like this, in the same way that in Fourier analysis we know that any function may be built up from sums of sines and cosines. Therefore, we can treat just this plane wave function and generalize later.

From our axioms, we know that every observable should be represented as an operator, such that when the operator acts on a wavefunction we get the original wavefunction times the value of the observable (if that wavefunction is an eigenfunction of the operator). In this case, let’s focus on three particular observables: the $x$ position, the $x$ component of the momentum, and the energy. We are now faced with a choice. We can decide on a “position representation”, in which all operators are functions of position (including derivatives with respect to position), or a “momentum representation” in which all operators are functions of momentum (including derivatives with respect to momentum). As long as we’re consistent either one will do, but for convenience and to conform to the usual standard, we will use the position representation. In this representation, the operator for the one-dimensional position $x$ is simply $x$ itself! Boring, but true. Multiplying $x$ by $\psi$ gives $x\psi$, with the eigenvalue $x$. In fact, this means that any algebraic function of $x$ has as its operator the function itself. For example, $1/x$ becomes $1/x$, and so on.

What about momentum? In the momentum representation the operator would similarly be just $p$, but in the position representation we need something else. We note that a derivative leaves the exponential part unchanged, and we find that

$$\frac{\partial}{\partial x} \exp \left( i(px/\hbar - \omega t) \right) = (ip/\hbar) \exp \left( i(px/\hbar - \omega t) \right).$$

(2)
From this, we see that \((\hbar/\iota)(\partial/\partial x)\psi = p\psi\), so the operator for the momentum is 

\((\hbar/\iota)(\partial/\partial x)\). Note that this means that, unlike in classical physics, the order of operations is important. In classical physics, the position times the momentum equals the momentum times the position (e.g., in angular momentum). However, in quantum mechanics you don’t just multiply, you perform operations. Suppose we have a wavefunction \(\psi\). Then 

\(xp\psi = x(\hbar/\iota)(\partial/\partial x)\psi\). However, 

\(px\psi = (\hbar/\iota)(\partial/\partial x)(x\psi) = (\hbar/\iota)\psi + x(\hbar/\iota)(\partial/\partial x)\psi\). This is different from \(xp\psi\)!

Since this is true for any wavefunction \(\psi\), we say that \(x\) and \(p\) have a nonzero commutator 

\([x, p] \equiv xp - px = -(\hbar/\iota) = i\hbar\). (3)

This is shorthand for saying that \((xp - px)\) operating on \(\psi\) gives \(i\hbar\psi\), regardless of what \(\psi\) is. The fact that \(x\) and \(p\) don’t commute (i.e., the order of operation matters) turns out to be another statement of the uncertainty principle: you can’t measure \(x\) and \(p\) simultaneously with arbitrary precision. Operators that commute don’t suffer this restriction. For example, in three dimensions, \(x, y,\) and \(z\) commute: e.g., \(xy\psi = yx\psi\). Therefore, there is nothing to prevent perfectly precise simultaneous measurement of \(x\) and \(y\). Thinking back on our examples, this makes sense: consider light passing through a two-dimensional hole that is as small as you like.

What about energy? We know that the energy is \(\hbar\omega\). Ask class: by analogy with the momentum, what operator will give this energy from a plane wave wavefunction? We find that the operator \(i\hbar(\partial/\partial t)\) gives \(\hbar\omega\), so this is the operator for energy. Incidentally, time is a coordinate just like space, so the operator for time is just \(t\). Therefore, energy and time don’t commute; \([t, E] = -i\hbar\). Time and energy can’t be measured simultaneously with arbitrary precision either. This is a slightly less common version of the uncertainty principle.

In three dimensions the mapping from quantity to operator is

\[
\begin{align*}
\mathbf{r} &\rightarrow \mathbf{r}, \\
p &\rightarrow -i\hbar \nabla, \\
E &\rightarrow i\hbar(\partial/\partial t).
\end{align*}
\]

(4)

Now let’s assume that the particle is nonrelativistic, with rest mass \(m\). Ask class: in classical physics, what is the kinetic energy of the particle? It is \(p^2/2m\). We can also assume some potential energy, which is a function of position: \(V(\mathbf{r})\). Ask class: what, then, is the equation for total energy in classical physics? It is just

\[p^2/2m + V(\mathbf{r}) = E\]. (5)

If we apply this to our quantum mechanical operators, we get the Schrödinger equation:

\[-\frac{\hbar^2}{2m} \nabla^2 \psi + V(\mathbf{r})\psi = i\hbar \frac{\partial \psi}{\partial t}\]. (6)
Note that this equation is linear in the wavefunction $\psi$. Therefore, we can add together solutions. This justifies our concentration on plane waves. The Schrödinger equation is valid for a sum or integral of plane waves, therefore it is valid for any wavefunction at all, because any wavefunction may be represented as a sum or integral of plane waves.

By the way, there is an interesting symmetry hidden in this equation. Suppose you have a wavefunction that satisfies this equation, and you have normalized the wavefunction so that the integral of its squared modulus is 1 over all space. If you now multiply the wavefunction by $e^{i\phi}$, where $\phi$ is some phase that is a real number and is constant over all of space, then the Schrödinger equation is still satisfied and the squared modulus is unaffected, so the probability is still normalized. Therefore, you have freedom to choose this global phase factor. Put another way, there is a symmetry with respect to the global phase factor. In quantum mechanics, every symmetry implies a physical quantity that is conserved, and for this one it turns out to be the electric charge, although I don’t know a simple explanation for why.

The Schrödinger equation therefore tells us how a wavefunction changes with time. If you have the wavefunction at a single time and at all points in space you can calculate its evolution from that point on. This leads to the question of whether we can find special wavefunctions that don’t evolve at all, so that they are time-independent.

Let’s give that a try. If the wavefunction is truly time-independent, then $\partial \psi / \partial t = 0$. Therefore, the energy is exactly zero. **Ask class:** what does this imply about the momentum? It means that the momentum also must be zero. **Ask class:** what does that mean about how the wavefunction is localized in space? If the momentum is exactly zero, then the uncertainty in the momentum is also zero, so the uncertainty in the position is infinite to satisfy the uncertainty principle. Therefore, if we are to consider particles that are even slightly localized in space, the energy has to be nonzero (which we knew already), meaning that there has to be some time-dependence in the wavefunction. We’re glossing over some issues here (for example, one has to decide on a reference energy relative to which the energy is zero, so it isn’t quite as simple as we’ve portrayed), but this does suggest that our demand of strict time-independence is too restrictive.

Instead, we can ask whether it is possible that the probability density, i.e., the squared modulus of the wavefunction, can be time-independent. This is possible if the only time-dependence in the wavefunction is in a factor of the form $\exp(-iEt/\hbar)$. Then, if $\psi = \Psi(r) \exp(-iEt/\hbar)$, $i\hbar(\partial / \partial t)\psi = E\Psi(r) \exp(-iEt/\hbar) = E\psi$. (7)

Any time that an operator on a wavefunction gives the same wavefunction times a constant, the wavefunction must be an eigenfunction of the operator and the constant is the eigenvalue. Here, the eigenvalue is $E$. A wavefunction of this type is called a stationary
state, because as time goes on the spatial part of the wavefunction doesn’t evolve. For such a wavefunction, the Schrödinger equation becomes

\[-\frac{\hbar^2}{2m} \nabla^2 \Psi(r) + V(r)\Psi(r) = E\Psi(r),\]

where we have cancelled out the common factor \(\exp(-iEt/\hbar)\). This is the time-independent Schrödinger equation.

When you solve this equation with boundary conditions and constraints such as that \(\Psi(r)\) must be continuous, you find that it is solved only by a limited set of functions, and by a limited set of values for \(E\). These are the eigenfunctions and eigenvalues for the system, and their nature depends on \(V(r)\). For example, for \(V(r) = 0\) we return to the plane wave solutions and find that any \(E\) is acceptable, but that’s not true in general. The limitation of energies and wavefunctions (sometimes into discrete possibilities, sometimes into continuous) are what put the “quantum” in quantum mechanics.

Let me make one more general point before moving on to an example. If the wavefunction is an energy eigenstate, then the only time dependence is in the \(\exp(-iEt/\hbar)\) factor. The factor evolves on a time scale \(t_0(E) \sim \hbar/E\), but it doesn’t have any measurable effects. Note that the spatial wavefunction is then in general a function of the energy as well as position: \(\Psi(r) = \Psi(r, E)\). Now consider a wavefunction that is a mixture of wavefunctions of two different energies:

\[\psi(r, t) = \Psi(r, E_1) \exp(-iE_1t/\hbar) + \Psi(r, E_2) \exp(-iE_2t/\hbar).\]

In general, \(\Psi(r, E_2)\) can be a very different function from \(\Psi(r, E_1)\). The first term will evolve on a time scale \(t_1 \sim \hbar/E_1\), but the second will evolve on a time scale \(t_2 \sim \hbar/E_2\). Since these will usually be different times, the whole wavefunction will change palpably as time goes on, thus the probability density is not time-independent. Only if the wavefunction is an energy eigenstate (or the sum of eigenstates with a common energy) is it time-independent. Of course, you can still multiply everything by the same global phase factor \(\exp(i\phi)\) without changing everything, so that symmetry is maintained.

Now we’ll try an example. Suppose that the potential is that of an infinite square well in one dimension. That is, \(V(x) = 0\) when \(-a < x < a\), but \(V(x) \to \infty\) otherwise. We want to find the energy eigenstates. First let’s consider the region \(x > a\). The time-independent Schrödinger equation says

\[-(\hbar^2/2m)d^2\psi/dx^2 = (E - \infty)\psi\]

where we use total derivatives because we only consider one dimension. Now, if \(\psi \neq 0\) then we get infinite second derivatives everywhere, which leads to pathologies that are clearly unrealistic (such as an unbounded probability density). Therefore, \(\psi = 0\) when \(x \geq a\) or
\( x \leq -a. \) Then, in the region \(-a \leq x \leq a\) we have the equation

\[-(h^2/2m)d^2\psi/dx^2 = E\psi\]  

with the boundary condition \(\psi = 0\) at \(x = \pm a\). If \(E < 0\) this leads to exponentials that don’t satisfy the boundary conditions. With \(E = 0\), the second derivative is zero so you get a linear function of \(x\). The only linear function of \(x\) that satisfies the boundary conditions is \(\psi = 0\), so there isn’t a particle anywhere! We need \(E > 0\), in which case we have

\[\psi(x) = A \cos(\sqrt{2mE/h^2}x) + B \sin(\sqrt{2mE/h^2}x).\]  

We need \(\psi = 0\) at \(x = \pm a\), so \(B = 0\) and

\[a\sqrt{2mE/h^2} = \frac{1}{2}(2n + 1)\pi,\]

\[E = h^2(n + 1/2)^2\pi^2/(2ma^2)\]  

where \(n\) is a positive integer. Note that the uncertainty principle predicts \(p \geq \hbar/a\), or a minimum energy of \(E \sim \hbar^2/(2ma^2)\), so aside from factors of \(\pi\) this is confirmed by the detailed analysis. The minimum energy of a confined particle increases as the confinement region shrinks. It is straightforward to extend this analysis to a rectangular confinement in two or three dimensions.

We’ve talked a couple of times about how any function may be expressed as a sum of sines and cosines. In quantum mechanics one can show that any function may be expressed as a sum of eigenfunctions of any operator. There is a little bit of trickiness if more than one eigenfunction has the same eigenvalue, but that’s the gist of it. If one makes an observation of some quantity, then the only possible value observed is one of the eigenvalues of the operator associated with that quantity. If the wavefunction is not an eigenfunction of the operator, it can still be represented as a sum of two or more of the eigenfunctions, and the measured value will be an eigenvalue of one of the eigenfunctions in that sum. One cannot predict the eigenvalue that will be measured, but one can say the relative probability of the measurement of each of the possible eigenvalues. Therefore, we do not completely lose predictability, despite what you might think when reading commentaries on quantum mechanics. If we know the wavefunction of a system at some time, we can determine its evolution from that point forth (in principle), and can therefore make precise statements about the relative probability of obtaining different values for a given measurement. Once the measurement is made, though, the system state changes and it becomes more complicated. The main point is that indeterminacy does not mean that we just have to throw our hands up and quit!