ABSTRACT

Recent space- and ground-based studies of the circumgalactic medium (CGM) around nearby galaxies have revealed the dynamic interplay between the galaxy ecosystem and surrounding CGM using bright background quasars. In this thesis, we extend this investigation to higher redshifts by using the bright afterglows of gamma-ray bursts (GRBs) as background sources probing the CGM of their own host galaxies. We compiled a sample of 27 high-resolution ($R > 6000$) rest-frame UV spectra of GRB afterglows in a redshift range ($2 \lesssim z \lesssim 6$); we call this the ‘CGM-GRB sample’. We find stronger blue wings in high-ionization species ($\text{Si IV, C IV}$) compared to the low-ionization species ($\text{Si II, Fe II}$), indicative of the presence of ubiquitous warm outflows in the GRB hosts at high redshifts. Using kinematic models, we estimated typical values of CGM properties (for the sample) such as CGM mass ($10^{9.8} \, \text{M}_\odot$) and outflow launch velocity (300 $\, \text{km s}^{-1}$). Further, by comparing our results with previous C IV absorption studies, we find a possible
CGM-galaxy co-evolution. Over the course of evolution of present-day galaxies with 
$M_\star > 10^{10} \, M_\odot$, the ratio of C IV mass in the CGM to the stellar mass remains fairly uniform, such that $\log(M_{\text{CIV}}/M_\star) \sim -4.5$ within $\pm 0.5$ dex from $z \sim 4$ to $z \sim 0$, suggesting CGM-galaxy co-evolution.

Next, we embarked on a search for possible relations between the outflow properties and those of the host galaxies such as $M_\star$, star formation rate (SFR), and specific SFR ($= \text{SFR}/M_\star$). To estimate the total SFR, we first investigated the degree of dust obscuration in the massive GRB hosts in our sample by comparing radio- and UV-based star-formation rates. We inferred that the GRB hosts in our sample are not heavily dust obscured, and hence, their SFRs can be estimated reliably using the established dust-correction methods. For the outflow-galaxy correlations, we focused on three outflow properties — outflow column density ($N_\text{out}$), maximum outflow velocity ($V_{\text{max}}$), and normalized maximum velocity ($V_{\text{norm}} = V_{\text{max}}/V_{\text{circ,halo}}$, where $V_{\text{circ,halo}}$ is the halo circular velocity). We observe clear trends of $N_\text{out}$ and $V_{\text{max}}$ with increasing SFR in high-ion-traced outflows. These correlations indicate that these high-ion outflows are driven by star formation at these redshifts (in the mass range $\log(M_\star/M_\odot) \sim 9 - 11$). We also, for the first time, observe a strong ($> 3\sigma$) trend of normalized velocity decreasing with halo mass and increasing with sSFR at high redshifts, suggesting that outflows from low-mass halos and high sSFR galaxies are most likely to escape and enrich the outer CGM and IGM with metals.

Thus, we demonstrate GRB afterglows as a method to uncover CGM-galaxy co-evolution and outflow-galaxy correlations at high redshifts, which constitute an important piece of the galaxy growth puzzle and cosmic metal enrichment.
Next, we set out to develop a new tool—an on-chip photonic spectrograph—which will eventually expand our investigation to the first galaxies in the universe ($z > 6$). Astrophotonics is the application of versatile photonic technologies to channel, manipulate, and disperse guided light to efficiently achieve various scientific objectives in astronomy in a miniaturized form factor. We used the concept of arrayed waveguide gratings (AWG) to develop an on-chip photonic spectrograph in the H band (1.45 – 1.65 $\mu m$) with a moderate resolving power of $\sim$1500, a peak throughput of $\sim$23%, and a size of only 1.5 cm $\times$ 1.5 cm. Various practical aspects of implementing AWGs as astronomical spectrographs are also discussed, including a) the coupling of the light between the fibers and AWGs, b) cleaving at the output focal plane of the AWG to provide continuous wavelength coverage, and c) a multi-input AWG design to receive light from multiple single-mode fibers at a time and produce a combined spectrum.

Finally, we built a cross-dispersion setup which will orthogonally separate the overlapping spectral orders in the AWG and thus image the full spectrum on the detector. The AWG will be incorporated with this setup in the near future to get the spectrograph ready for our first on-sky test. The work conducted in this thesis is a crucial stepping stone towards building a high-throughput, miniaturized spectrograph for the next generation of ground-, balloon-, and space-based telescopes.

With the nano-scale fabrication on a chip, we are poised to unravel the mysteries of galaxies billions of light years away, making this thesis a truly ‘Nanometers to Light Years’ journey.
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Preface

This thesis has two clear focal points — exploring the galaxies in the early universe using Gamma-ray Bursts and development of a photonic spectrograph for augmenting and expanding these astronomical investigations in the future. Large parts of this thesis have been published in peer-reviewed journals and conference proceedings and presented at several international conferences. While chronologically, the instrumentation results come first, the thought process was always to develop the next-generation instrumentation and conduct the science investigation with existing instruments in tandem. Therefore, we present the scientific exploration first and then go on to describe our technological efforts to build new instrumentation as the next step to expand our scientific horizon.

In the following lists, I summarize the relevant published work that I led or contributed to through the journey of this thesis.

Exploring the early universe


Photonic Instrumentation
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Chapter 1: Introduction

In this chapter, I will summarize the motivation and the background for my PhD thesis.

1.1 Introduction

1.1.1 Cosmic Metal Enrichment

The basic elements of life (Carbon, Oxygen, Nitrogen, Sulfur, etc) are formed in stars and their explosive deaths as supernovae. These elements (or metals) are dispersed across the whole universe since the formation of the first galaxies. Metals drive the cooling of clouds which eventually form stars, which further produce metals. The synthesis and distribution of metals among various components of the universe: stars, interstellar medium (ISM) of galaxies, circumgalactic medium (CGM) and intergalactic medium (IGM), is known as metal enrichment [Schindler and Diaferio, 2008, Hirschmann et al., 2013, Tumlinson et al., 2017]. The cosmic metal enrichment is a result of a complex interplay between gas coming into the galaxy (accretion flows), star formation in the galaxy and gas outflowing from the galaxy (outflows) in a cosmological context (Fig. 1.1). Metal enrichment plays a
1.1.2 Missing Metals

However, the history and mechanisms of metal enrichment of the universe remain poorly understood, primarily due to limited probes of galaxies, CGM and IGM (also called the galaxy ecosystem, as shown in Fig. 1.1) at high redshifts. The metal content of the universe as a function of cosmic time can be estimated, given the cosmic star formation history and the models of stellar nucleosynthesis. Even with liberal estimates, current observations have only accounted for $\sim$50% of the metals created in stellar processes [Peeples et al., 2014, Campana et al., 2015]. Resolving this discrepancy requires a comprehensive study of the metal content in galaxy ecosys-
Table 1.1: Metal distribution in galaxy ecosystem as % of total metals produced by star formation

<table>
<thead>
<tr>
<th>Redshift →</th>
<th>$z = 0$</th>
<th>$z = 2-3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Metals in galaxies (ISM + stars)</td>
<td>~20-25 %</td>
<td>~10-15 %</td>
</tr>
<tr>
<td>Metals in CGM</td>
<td>~25 %</td>
<td>~19-34% (in highly ionized CGM)</td>
</tr>
<tr>
<td>Metals in IGM</td>
<td>~15 %</td>
<td>15-30%</td>
</tr>
<tr>
<td>Metals in Ly-alpha absorbers</td>
<td>&lt;5%</td>
<td>5-20%</td>
</tr>
<tr>
<td>Method used</td>
<td>QSO sightlines</td>
<td>QSO sightlines</td>
</tr>
<tr>
<td>References</td>
<td>[Peeples et al., 2014], [Shull et al., 2014]</td>
<td>[Lehner et al., 2014], [Bouché et al., 2006]</td>
</tr>
</tbody>
</table>

...tems, extending to the dawn of galaxy formation ($z \sim 9$). Direct observations and spectroscopy of galaxies at high redshifts ($z > 5$) is extremely difficult and time-expensive, due to their large distances [Shapley, 2011], however, *gamma-ray bursts offer an attractive solution in this difficult quest.*

1.1.3 Importance of the Circumgalactic Medium

The CGM is loosely defined as diffuse gas surrounding the galaxies within dark matter halos (out to 100 – 300 kpc). Figure 1.1 shows the vibrant ecosystem of a galaxy with its winds/outflows, accretion flows, and neutral hydrogen (H I) clouds. The CGM resides at the nexus of these interactions. The competition between these processes is thought to shape galaxies and drive their evolution.

Promising theoretical and observational studies about the missing metals problem suggest that the majority of the metals are stored in the CGM reservoirs around galaxies and/or expelled into the IGM [Oppenheimer and Davé, 2006, Shull et al., 2014]. As summarized in Table 1.1, it is evident that *the CGM is a major reservoir*...
of metals in the universe and its contribution to cosmic metal budget evolves as a function of redshift. Therefore, probing the CGM is critical to test the theories of galaxy evolution and metal enrichment. Hence, we focus on measuring (a) the properties of the CGM as a function of redshift (b) CGM-galaxy relations and the governing feedback processes, and finally, (c) the mass of metals in CGM and its evolution with redshift.

1.1.4 A historical perspective on the CGM

One of the first propositions of the existence of a “galactic corona” (i.e. hot gas surrounding the Milky Way) was by [Spitzer Jr, 1956] to provide pressure confinement for observed cool interstellar clouds at high galactic latitudes. Soon after the discovery of quasars [Schmidt, 1963], their spectra, taken by state-of-the-art telescopes back then, revealed a wealth of information about the existence of such an extended reservoir of gas around other galaxies falling in the quasar sightlines. The number of intervening absorbers in the quasar spectra could not be accounted for with the visible size and number of galaxies in optical or radio wavelengths. This discrepancy prompted a new idea of the presence of tenuous gas extending several times the visible size of the galaxy itself. In a one-sentence abstract, [Bahcall and Wolf, 1968] wrote, "We propose that most of the absorption lines observed in quasistellar sources with multiple absorption redshifts are caused by gas in extended halos of normal galaxies".

In the modern times, with the advent of telescopes such as the Keck telescopes and Hubble Space Telescope and the sensitive spectrographs thereon, the
observational studies of the CGM have grown exponentially. This has led to several
important milestones, for instance, uncovering ubiquitous outflows in high-redshift
galaxies [Shapley et al., 2003] or the discovery of systematic differences in the CGM
of ‘red-and-dead’ galaxies versus the main-sequence galaxies at low redshifts (eg:
[Tumlinson et al., 2011]).

1.1.5 Different probes of the CGM

As summarized in Fig. 1.2, there are multiple methods of studying the CGM
depending on the redshift range and the mass of the galaxy of interest. The most
widely used QSO sightline method uses a bright background QSO as a backlight
to study the CGM composition and kinematics in absorption spectra. However,
due to the small impact parameters (< 300 kpc) that are required to study the
CGM, this method is most useful at low redshifts (see [Tumlinson et al., 2011, Werk
et al., 2013, Borthakur et al., 2013, Bordoloi et al., 2014b] for example). A similar
method is to use the star light of the galaxy itself as the background, hence, called
‘down-the-barrel’ observation. In this method, the impact parameter is unknown,
but a much larger sample of galaxies can be constructed over a wide redshift range
using this method (see [Martin, 2005, Kornei et al., 2012] for example). The galaxy
star light can also be used as a backlight for studying a foreground galaxy’s CGM
[Steidel et al., 2010]. Strongly lensed galaxies can be used to study the CGM using
multiple sightlines, thanks to the extended bright arcs resulting from gravitational
magnification (eg: [Rigby et al., 2018]). All of these studies, however, are only
possible for galaxies that are UV-bright, and thereby, have high star formation rates. In addition, there is a significant challenge of subtracting the background galaxy’s continuum itself, which can contaminate the results.

The emission-based observations offer the most direct probes of the CGM. For instance, X-ray maps allow direct imaging of the hot phase of the CGM (T > 10^6 K) for nearby massive galaxies and their intra-cluster medium (see [Li, 2020] for a full discussion). On the other hand, emission maps of lines such as Lyman-α, H-α, and C IV allow the study of low- and high-redshift (z > 2) CGM in emission using integral field units such as the Keck Cosmic Web Imager (see [O’Sullivan et al., 2020], for example). However, given the low surface brightness of the CGM, these methods are only suitable for the most massive galaxies (such as QSO hosts) or galaxies undergoing intense starbursts. Thus, the CGM of low-mass galaxies at high redshifts, which may significantly contribute to the cosmic meta enrichment, remains sparsely studied.

1.1.6 Use of GRBs

Long-duration gamma-ray bursts (GRBs) are bright flashes peaking in gamma rays and are thought to be associated with explosions of certain massive stars. The duration of prompt gamma-ray emission is measured in seconds but it is often accompanied by a bright and rapidly fading (∼ 1-2 days) afterglow in X-ray, ultra-violet, and optical wavelengths. GRB afterglows have been detected from low redshift ∼0.01 out to redshift of 8.2 [Tanvir et al., 2009], thus probing all the way back to the first
Figure 1.2: Left: A summary of most prominent methods of probing the CGM in the redshift-\(M_\star\) parameter space. Our GRB probe method is shown for comparison. The color in the boxes is to suggest the band in which the rest-frame UV gets redshifted (with purple = UV and red = optical R-band). Right: Example of a GRB afterglow (\(z = 5.91\)) spectrum probing a variety of intervening absorption systems shown in different colors as well as absorption corresponding to the host galaxy’s ecosystem (shown in red). This figure is from [Chornock et al., 2013].

billion years of the universe (the era of formation of the first galaxies).

Since GRB afterglows are bright background sources, their spectra have absorption features produced by the intervening material along the line-of-sight (host galaxy ISM, CGM, and IGM). This presents an excellent opportunity to probe the metal content and physical conditions of the entire galaxy ecosystem. Thanks to the bright afterglow, it is also easy to localize the host galaxy and get its redshift. GRBs fade rapidly, making it possible to study the host galaxy component separately, in the absence of GRB. Hence, GRB sightlines offer the best chance to probe the metal-enrichment history of the universe.

Past observational efforts to trace the missing metals used quasar (QSO) sightline spectra to probe intervening CGM and IGM (see Table 1.1). In contrast to QSO sightlines, GRB sightlines have certain striking advantages: 1) GRBs happen within
their host galaxy. Hence GRB spectra contain signatures from the host galaxy as well as the associated CGM, which is crucial to draw inferences about the host galaxy ecosystem. 2) GRB discovery is based on gamma- and X-ray detection and hence, the GRB sample is largely unbiased with respect to host galaxy properties such as extinction. 3) The afterglow fades in 1-2 days, clearing the path for future deep observations of the host galaxy to study its global properties (imaging the whole galaxy and not just probing along the GRB sightline). 4) GRB hosts at $z > 2$ typically trace low-mass star-forming galaxies. These galaxies may play an important role in metal enrichment in the early universe due to their shallow potential wells. However, it is difficult to probe the CGM and outflows in this population by other methods described above.

1.1.7 Key scientific questions

In this thesis, we set out to use GRB afterglows and their low-mass, star-forming host galaxies over a broad redshift range ($z \sim 2 - 6$) to probe the production (through star formation) and distribution of metals in the host galaxy and its CGM (through outflows) and thereby, infer the mechanisms of cosmic metal enrichment. More specifically, we investigate the following key questions:

1. Can we measure galactic outflows in the GRB hosts? What is the nature of these outflows and the CGM in terms of their kinematics, composition, and ionization state?

2. What is the mass of metals in the CGM? Does it evolve with redshift? Can we estimate a timeline of the enrichment of the CGM?
3. How do the properties of the host galaxies such as stellar mass ($M_*$), star formation rate, and halo mass ($M_{\text{halo}}$) impact the outflows, and thereby, the transport of metals from the galaxy to the circum- and inter-galactic medium?

While the current instrumentation allows us to reach as far as $z \sim 6$ (1 billion years after Big Bang), the next-generation extremely large telescopes (ELTs) are required to understand the very first galaxies in the universe (at $z \sim 10$, or the first billion years of the universe). Astrophotonics is a new technique that will augment this scientific pursuit.

1.2 Astrophotonics: A new tool in our toolkit

Astrophotonics is the application of versatile photonic technologies to channel, manipulate, and disperse guided light from one or more telescopes to achieve scientific objectives in astronomy in an efficient way and a compact form factor. The developments and demands from the telecommunication industry have driven a major boost in photonic technology and vice-versa in the last $\sim$40 years.

The field of astrophotonics spans a wide range of technologies including: collecting astronomical light into guided channels (fibers/waveguides), manipulating the transport and reconfiguration of the light, and filtering/dispersing/combing the guided light. A combination of one or more of these functionalities has led to a wide spectrum of astrophotonic instruments. Just as radio astronomy finds its roots in radio communication, astrophotonics finds its roots in photonic / fiber-optic communication industry. The ongoing growth of photonics industry and astrophotonics
displays a strong parallel with the development of radio communication and radio astronomy, where each positively influenced the other.

The photonic platform of guided light in fibers and waveguides has opened the doors to next-generation instrumentation for both ground- and space-based telescopes in optical and near/mid-IR bands, particularly for the upcoming extremely large telescopes (ELTs). The key idea here is to leverage the ability of guiding the light in waveguides (using total internal reflection) to collapse the conventional optical setups into 2D “optical circuits”. The large telescopes are pushing the limits of adaptive optics to reach close to a near-diffraction-limited performance. Photonic devices offer many advantages, thanks to the following key characteristics of photonic circuits:

1) With photonic lanterns, light can be coupled into single-mode waveguides/fibers giving a diffraction-limited performance. This means the most coherent slit width, which gives the minimal spectrograph configuration needed for a desired spectral resolution.

2) The light path can be controlled on a chip to a precision smaller the wavelength of the light (for UV, optical, IR).

3) Unlike conventional optics, there is no divergence of light with distance once it is guided in waveguides/fibers, thus eliminating the need for large optical elements to capture the light.

4) With the high-confinement-factor of on-chip waveguides, light path can be bent to create a photonic circuit with a very small form factor.

These advantages reduce the size of spectroscopic instrumentation and help
ameliorate several challenges such as thermal and mechanical stability, spiralling costs, and mass (in case of space-based instruments). This is particularly useful for large telescopes. The photonic devices are ideally suited for capturing the AO-corrected light and enabling exciting science cases such as characterizing exoplanet atmospheres and measuring the cosmological redshift, energetics, and chemistry of the earliest galaxies.

1.2.1 Arrayed Waveguide Gratings

The astronomical light guided in the single mode fibers can be dispersed in many ways, most of which are inherited from the telecommunication technique wavelength division multiplexing (WDM). This technique emerged from the need to increase the data density of the existing fiber-optic networks by using multiple wavelengths to carry multiple data packets simultaneously. Thus, a variety of photonic platforms were developed to combine different wavelengths (multiplex) and disperse them (de-multiplex).

Some of the photonic technologies particularly relevant for spectroscopy applications include: Arrayed Waveguide Gratings (AWG), Photonic Echelle Gratings (PEG), Photonic Fourier Transform Spectrographs (FTS). For each technique, we briefly discussed their relevance to astronomy, their underlying concept, fabrication methods, challenges, and their upcoming solutions in the context of astronomical spectroscopy in [Gatkine et al., 2019b]. Given the current paradigm of well-established design and fabrication techniques and the stringent throughput re-
requirements in astronomy, Arrayed Waveguide Grating technique is the best-suited option for low-/moderate-resolution astronomical spectroscopy.

1.2.2 AWG: New directions

AWG uses an on-chip phased array-like structure of waveguides to introduce progressive path lengths similar to a grating. The on-chip implementations are compact and easily stackable to create an IFU or multi-object spectrograph [Cvetoejvic et al., 2012a, Harris and Allington-Smith, 2012, Gatkine et al., 2017]. The idea of the use of AWG for astronomical spectroscopy was first proposed by [Bland-Hawthorn and Horton, 2006] and an on-sky demonstration was conducted at the Anglo-Australian Telescope [Cvetoejvic et al., 2012a]. This implementation used a commercial AWG based on SiO$_2$ platform.

Over the past few years, silicon nitride (SiN) platform has emerged as a new alternative to the conventional Si/SiO$_2$ platforms with its low loss in visible, near- and mid-IR wavelengths [Muñoz et al., 2017]. It is possible to achieve $\sim$90% on-chip throughput in photonic devices on SiN platform provided a tight process control is exercised in fabrication [Blumenthal et al., 2018]. Such control with nanoscale precision can be achieved using stable electron-beam / extreme-UV lithography.

We explored this direction of SiN platform with precision electron-beam lithography to build a high-throughput AWG for astronomical spectroscopy. Apart from improving the throughput on the chip itself, we also engineered waveguide tapers to achieve high-efficiency coupling between the fibers (carrying the light from tele-
scope to the chip) and the on-chip waveguides (feeding the light to the AWG). These developments are crucial to attain high end-to-end throughput for the spectrograph.

It is important to make certain adaptations to the conventional AWG designs due to requirements unique to spectroscopy (particularly, in astronomy). We explored various such adaptations including: 1) cleaving at the focal plane of the AWG to access continuous spectrum (instead of discretized sampling in a conventional AWG), 2) new ways of attaining polarization insensitivity, and 3) multi-input AWGs to receive the light from multiple single-mode fibers emanating from the photonic lanterns. Finally, to acquire the full spectrum on a detector, we built a cross-dispersion setup which will be used in the near future for integrating all of these elements — a photonic lantern, multi-input AWG, cross-dispersion setup, and the detector — to make the AWG spectrograph ready for an on-sky test.

For this thesis, we focused on astronomical H band (1.45 – 1.65 µm) for two reasons: 1) The UV/optical light from the stars in the earliest galaxies (z > 6) is redshifted to this waveband. 2) This waveband is widely used in telecommunication applications and hence, the material properties are well-known and various peripherals (eg: fibers, lasers, spectrum analyzers) are readily available.

Apart from my key work on AWGs, I also contributed to 1) development of waveguide tapers for an efficient coupling of light from a fiber to a SiN waveguide [Zhu et al., 2016b], 2) development of on-chip waveguide Bragg gratings for suppression of OH-emission lines [Zhu et al., 2016a], and 3) characterization of the propagation loss of a waveguide on a chip [Hu et al., 2018].
1.3 Thesis outline

This thesis has two focal points: 1) exploring the circumgalactic medium and outflows in the early universe \((z \sim 2 - 6)\) using GRB afterlows, and 2) development of photonic spectrographs to enable the observations of GRB afterglows even beyond \(z \sim 6\) and other astronomical pursuits.

The key questions that we will be addressing in this thesis are summarized in Sections 1.1.7 and 1.2.2. In chapter 2, we discuss the kinematics of the CGM around high-z star-forming galaxies derived using GRB afterglow spectra (in the CGM-GRB sample) and investigate any redshift evolution. Next, we set out to estimate the host galaxy properties (\(M_\star\), SFR) and explore their correlations with the CGM/outflow properties. Along that path, we first estimate the total SFR (obscured + unobscured) of massive GRB hosts in our sample using radio observations. This part is covered in chapter 3. Finally, we examine the correlations between the kinematic properties of the outflow and the host galaxy properties in chapter 4 to learn about the mechanisms of cosmic metal enrichment.

Next, we discuss our efforts on the development of photonic spectrographs using the promising technique of Arrayed Waveguide Gratings in chapter 5. In chapter 6, we summarize our work on two key aspects to make the spectrograph ready for deployment – multi-input AWG and cross-dispersion system. We conclude and outline the path for future work for both the science and instrumentation parts in chapter 7.
1.4 A summary of facilities

The work presented in this thesis is based on new as well as archival data obtained from several observatories. Each chapter discusses the relevant facilities in greater detail. Here we highlight the most important facilities that made this thesis possible.

First, we used the high-resolution GRB afterglow spectra from the Keck and Very Large Telescopes in Chapter 2. Most of these GRBs have been discovered and localized by NASA’s Neil Gehrels Swift Observatory. Second, we used the photometry of the host galaxies of these GRBs obtained from the Spitzer Space Telescope, 4.3-meter Lowell Discovery Telescope, Keck Telescope, and Very Large Telescopes. We note that new optical observations of the GRB hosts reported in Chapter 4 were performed at the Lowell Discovery Telescope in campaigns 2018A, 2019A, 2019B, and 2020A (PI: Gatkine). Both the afterglow spectroscopy and host photometry datasets mark the culmination of two decades of observations. Third, we used the fully upgraded Karl G. Jansky Very Large array (JVLA) to obtain deep radio observations of a selected group of GRB hosts as a part of VLA 18B-312 program (PI: Gatkine). These data are used in Chapter 3.

Apart from observational facilities, we used the Nano Fabrication Lab at the Maryland Nanocenter to fabricate various photonic chips that are presented in this thesis (Chapters 5 and 6). We also used the Maryland Astrophotonics Laboratory (MAPL) for testing, characterization, and integration of the astrophotonic chips and devices.
A summary of software/codes used in this work

1. CASA [Emonts et al., 2019]

2. astropy [Robitaille et al., 2013]

3. emcee [Foreman-Mackey et al., 2013]

4. esoreflex [Freudling et al., 2013]

5. galfit [Peng, 2003]

6. lifelines [Davidson-Pilon et al., 2020]


8. FIMMWAVE

9. Rsoft/BeamPROP

10. DCAM-CL (Hamamatsu)

---

1 https://www.photond.com
2 https://optics.synopsys.com
3 https://dcam-api.com/
Chapter 2: Uncovering The Circumgalactic Medium around GRB hosts at redshifts 2–6

In this chapter, we will explore the kinematics of CGM around GRB hosts at high redshifts.

2.1 Introduction

The circum-galactic medium (CGM) is loosely defined as the multiphase material surrounding galaxies out to the virial radius (typically spanning 10 to 300 kpc, depending on the mass and redshift of the galaxy [Tumlinson et al., 2017]). The CGM resides at the interface between the interstellar medium (ISM) of the galaxy and the intergalactic medium (IGM), and thus harbors galactic outflows, accretion flows, and recycling flows. The gas inflows fuel star formation while stellar winds and supernova explosions inject energy and metal-enriched matter at large distances into the ISM and CGM. Studying the CGM and its evolution in the early universe is key to understanding the feedback mechanisms in galaxies. The synergy between these processes is thought to shape galaxies and drive their evolution over cosmic timescales [Tumlinson et al., 2011, Schaye et al., 2014, Hopkins et al., 2014, Voit et al., 2015, Anglés-Alcázar et al., 2017, Nelson et al., 2019].
The history and mechanisms of metal enrichment of the universe remain poorly understood, primarily due to limited probes of galaxies, CGM, and IGM, at high redshifts ($z \geq 2$). The metal content of the universe as a function of cosmic time can be estimated, given the cosmic star formation history and the models of stellar nucleosynthesis. Even with liberal estimates, current observations have only accounted for $\sim 50$-70% of the metals created in stellar processes [Campana et al., 2015, Bouché et al., 2006]. As an example, the recent COS-Halos studies have inferred that at $z \sim 0$, only $\sim$20-25% of the metals produced by the stars remain in the galaxy (ISM, stars, and dust), while $\sim$40% of the metals reside in the CGM [Peeples et al., 2014].

At higher redshifts, the distribution of metals among the galaxy (ISM, stars, and dust), CGM, and IGM is even more uncertain due to limited observations. Simulations and observations at $z > 2$ suggest that the CGM could account for $\sim 30\%$ of the cosmic metal budget at that epoch ([Schaye et al., 2014, Lehner et al., 2014]). The transport of metals from their formation sites (i.e. galaxies) to the CGM and IGM is driven by galactic-scale outflows. The distribution of metals and baryons in the galaxy ecosystem provides critical constraints for galaxy evolution models and mechanisms of gas and metal transport [Rahmati et al., 2016, Muratov et al., 2017]. Therefore, probing the CGM at high redshifts is essential to develop and test theories of galaxy evolution and metal enrichment.
2.1.1 Methods to Probe the CGM

Various methods have been employed in past and ongoing observations to extract the diagnostic features of the multi-phased CGM. The most popular technique involves using a bright background quasar (QSO) to trace the CGM around an intervening galaxy. Various local CGM surveys \((z < 0.5)\) including COS-Halos [Tumlinson et al., 2013, Werk et al., 2016, Prochaska et al., 2017], COS-Dwarfs [Bordoloi et al., 2014b], COS-GASS [Borthakur et al., 2015], and others [Stocke et al., 2013, Zhu and Ménard, 2013] utilize UV/optical absorption spectra to study CGM kinematics and physical properties through high ionization potential species (high-ion) such as O VI, N V, C IV, Si IV and low ionization potential species (low-ion) such as Fe II, Si II, C II, Ca II in the CGM. These observations allow matching the absorbers to their respective impact parameters from the galaxy with a precision of tens of kpc. The higher redshift surveys of QSO-galaxy pairings (eg: [Fox et al., 2007, Lehner et al., 2014, Turner et al., 2014, Rudie et al., 2019]), QSO-QSO pairings (QPQ; [Hennawi et al., 2006, Prochaska et al., 2014, Lan and Mo, 2018]), and galaxy-galaxy pairings [Steidel et al., 2010, Lopez et al., 2018] use rest-frame UV spectra for similar analysis with limited information about the associated galaxies and/or impact parameters.

In “down-the-barrel” spectroscopy, a star-forming galaxy’s own starlight is used as a background illumination to detect absorption from the intervening ISM and CGM [Martin, 2005, Steidel et al., 2010, Bordoloi et al., 2011, Rubin et al., 2012, Kornei et al., 2012, Heckman et al., 2015, Rubin et al., 2014, Rigby et al., 2019, Ram et al., 2019].
Figure 2.1: Upper panel: Distribution of redshifts in the GRB sample. The median redshift is 2.71. Lower panel: Distribution of the signal-to-noise ratios of the spectra used for this study. The median ratio is 10.

2.1.2 The CGM-GRB Project

Our approach utilizes the spectra of bright afterglows of long Gamma-ray Bursts (GRBs) to derive the kinematic properties of the CGM around their host galaxies and use a simple toy model to further constrain the physical properties of the CGM gas. This technique will further enable the investigation of possible relations between the CGM and the galaxy properties that may govern feedback processes and their evolution with redshift. Thanks to the nature of GRBs and the extensive follow-up effort over the past ten years, we were able to collect enough
data to study the CGM of GRB hosts in the redshift range $2 \lesssim z \lesssim 6$.

Long-duration GRBs are the most powerful explosions in the universe, being several orders of magnitude more luminous than typical supernovae. The prompt emission is followed by a rapidly fading ($\sim$1–2 days) X-ray, UV, and optical afterglow. GRB afterglows have been detected from low redshift $\sim$0.01 out to a redshift of 8.2 [Tanvir et al., 2009, Salvaterra et al., 2009, Cucchiara et al., 2011], thus probing the first few billion years of the Universe, an era characterized by the formation and early evolution of galaxies that may have had a critical role in enriching the universe with metals.

Since GRB afterglows are bright background sources, their spectra harbor absorption features produced by the material along the line-of-sight including the host galaxy ISM as well as the CGM and intergalactic medium [Prochaska et al., 2007, Fox et al., 2008, Prochaska et al., 2008b, Cucchiara et al., 2015]. Thus it provides an excellent opportunity to probe the chemical composition and physical conditions of the entire galaxy ecosystem. The GRBs also fade rapidly, making it possible to study the host galaxy component separately, in the absence of the bright GRB.

Compared to QSO sightlines, GRB sightlines have key advantages: 1) GRBs happen within their host galaxy, thus probing the host galaxy ISM as well as the associated CGM, the main components of the galaxy ecosystem; 2) GRB discovery is based on gamma- and X-ray detection and hence, is largely independent with respect to host galaxy properties (further discussed in §2.2.2); 3) The optical afterglow fades in 1-2 days, clearing the path for future deep observations of the host galaxy to study
its global properties and surroundings.

However, at the same time, the number of GRBs suitable for CGM investigation is small, despite the detection rate of 100 yr$^{-1}$ by dedicated space-based mission like the Neil Gehrels Swift Observatory (Swift). Similarly, the fast-decaying nature of their afterglows requires opportune follow-up strategies in order to obtain high-SNR spectra. And finally, it requires separating the CGM and ISM contributions in the absorption spectra, which can be challenging. Our approach tackles this problem by using the kinematic information derived by absorption line spectroscopic data.

In this paper, we present the analysis of a dataset of 27 high-z ($z \gtrsim 2$) GRBs, out of which 6 are at $z \gtrsim 4$ (§2.2, §2.3). We use column density line profiles to study the kinematics and line ratios of the absorbing gas to distinguish between the CGM and ISM (§2.4). We designed a simple toy model (§2.5) to obtain an estimate of the outflow properties in the CGM. We estimate the CGM mass for a typical GRB host in this sample and summarize its possible evolution with redshift in §2.6. In §2.7, we discuss various implications our findings may have on our current understanding of the CGM kinematics, outflow rates, metal enrichment, and CGM-galaxy co-evolution. The key conclusions of this study are summarized in §8.

2.2 The GRB Sample

2.2.1 Sample Properties

Obtaining a good estimate of ionic column density as a function of velocity requires high signal-to-noise spectra (SNR $\gtrsim 5$) of medium resolution ($R \gtrsim 8000$, $\sim$
50 km s$^{-1}$). The cut-off in resolution is selected to clearly distinguish the absorption systems at different velocities and minimize the errors in column density estimation due to saturation effects and blending (see [Prochaska et al., 2006, Cucchiara et al., 2013]). Our CGM-GRB sample consists of 27 long GRBs that satisfy these stringent criteria. The sample properties are summarized in Fig. 2.1. The median redshift of the sample is 2.71 and median SNR is 10. Notably, six of the GRBs are at $z > 4$. Table 2.4 lists the GRBs in this sample along with the observational details.

As mentioned earlier, the transient nature of GRBs requires rapid-response facilities capable of observing their afterglow within a few minutes of their discovery. Our dataset comprises primarily of archival data acquired by the X-Shooter and UVES spectrographs on the Very Large Telescope (VLT). These spectra provide a wide wavelength coverage (from optical to NIR) and sufficiently high spectral resolution ($R \sim 8,000 - 55,000$). In addition, we retrieve spectra from the archival dataset of the Keck telescope’s HIRES and ESI spectrographs.

The majority of these spectra were re-analyzed and normalized using the data analysis pipelines in [Cucchiara et al., 2013, Cucchiara et al., 2015]. More recent data (from 2014) were acquired from the PHASE 3 VLT archive$^{1,2}$, which provides fully reduced, research-ready one- and two-dimensional spectra. We utilized the flux-calibrated one-dimensional spectra and normalized the GRB afterglow continuum using a spline function. Every spectrum is manually inspected and the overall continuum is determined using the python-based linetool package $^3$. The error

---

$^1$https://www.eso.org/sci/observing/phase3.html

$^2$http://archive.eso.org/wdb/wdb/adp/phase3_main/form

$^3$https://github.com/linetools/linetools
from the continuum fit is propagated into the flux error spectrum.

### 2.2.2 Selection Effects

Due to the high SNR and resolution requirement, this sample is biased towards the brighter end of GRB afterglows distribution. The afterglow magnitudes at the time of taking the spectra are listed in Table 2.4, clearly indicating a limit at $m_{AB} \sim 21.0$ (with an exception of GRB 100219). This selection effect is complex since the magnitude at the time of observation depends on the intrinsic brightness and distance of the afterglow as well as the time elapsed since the prompt gamma-ray emission. Regardless, it can be said that this sample selectively avoids intrinsically faint afterglows. However, considering that the apparent brightness of the afterglow also depends on the host galaxy dust extinction, it can be said that this sample selectively avoids heavily dust-obscured ($A_V > 0.5$) sightlines [Perley et al., 2009, Krühler et al., 2011, Zafar et al., 2018].

In general, long GRBs trace cosmic star formation [Greiner et al., 2015, Schady, 2017]. At $z \sim 2.5$, the typical star formation rate of GRB hosts is $\sim 10 \, M_\odot \, yr^{-1}$ [Krühler et al., 2015], the typical GRB host stellar mass is $\sim 10^{9.3} \, M_\odot$ [Perley et al., 2016b] and the typical gas phase metallicity is $\sim 0.05 - 0.5$ solar [Trenti et al., 2015, Arabsalmani et al., 2018]. Thus, from a CGM perspective, this sample traces star-forming, low-mass galaxies at $z > 2$. 
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2.3 Methods

2.3.1 Redshift Determination

In order to infer the kinematics of different chemical species, the redshifts of the GRB host galaxies in the sample need to be determined in a precise and uniform manner. Commonly, the galaxy redshifts are obtained using nebular emission lines (e.g. Hα) but this method is not viable for faint GRB hosts at high redshifts. Therefore, we use the local GRB environment (within few × 100 pc of the GRB) as a proxy for the systemic redshift of the GRB host galaxy.

The fine structure transitions of the species such as such as Ni II*, Fe II*, Si II*, and C II* in the rest-frame UV [Bahcall and Wolf, 1968] trace the ISM clouds in the vicinity of the GRB (∼ few × 100 pc − 1 kpc) due to UV pumping. This is further corroborated by temporal variations found in the strength of these lines in multi-epoch spectra of a few GRBs [Vreeswijk et al., 2007, Hartoog et al., 2015, D’Elia et al., 2014]. The strongest absorption components (i.e. velocity components) of these fine-structure transitions are therefore good proxies for the rest-frame velocity of the burst environment within a few hundred parsecs [Chen et al., 2005, Dessauges-Zavadsky et al., 2006, Prochaska et al., 2006]. Therefore, we choose the redshift by visual inspection such that the strongest absorption components in the fine-structure transitions occur at ∼ 0 km s⁻¹, i.e. rest frame. We primarily use Si II* and C II* transitions for estimating the redshift. In case of saturation or confusion between Si II* and C II*, we use Ni II* lines due to their lower oscillator strength.
In addition, we visually check for the presence of other low-ionization lines such as Fe II 1608, Si II 1526, and Al II 1670 (especially the weak transitions of Si II and Zn II) which are reliable tracers of the host galaxy ISM [Prochaska et al., 2006, Cucchiara et al., 2013], to visually confirm the redshift determination. With the use of the strongest components of fine-structure transitions to estimate the zero point, the GRB redshift is accurate to within 50 km s\(^{-1}\).

2.3.2 Spectroscopic Analysis

GRB spectra show a plethora of signatures, ranging from the circumburst and interstellar media to the galactic winds and circumgalactic medium. Prior studies have extracted the intervening systems along the GRB sightlines (at \(z < z_{\text{GRB}}\)) to trace cosmic chemical evolution. These studies have used the doublets from Mg II, C IV, and Si IV, to determine the chemical enrichment of the universe similar to the analysis of quasars intervening systems [Prochaska et al., 2008b, Fox et al., 2008, Fynbo et al., 2009, Simcoe et al., 2011, Thöne et al., 2012, Sparre et al., 2014, Cucchiara et al., 2015, Vergani et al., 2017]. In this paper, we focus on the contrast between the high and low ion kinematics. The GRB spectra were normalized, binned, and fitted to extract the column density, Doppler parameter, and the line center (in velocity space) for each absorbing component within a velocity window of \(\pm 400\) km s\(^{-1}\) for key high- and low-ion species. The parameters of these species were then used to study the kinematics of the absorbing gas and estimate the likely origin of the absorbing component(s).
Filtering: Various intervening systems previously reported in the literature (references in Table 2.4) were identified and the regions where the absorption lines from the intervening system blend with rest-frame GRB absorption were flagged. In addition, the regions containing telluric absorption from the atmosphere were flagged. For lines with strong neighboring transitions (eg: Si II 1260 and S II 1259, etc), the velocity windows considered for fitting were carefully adjusted to minimize the confusion.

Voigt profile fitting: Thanks to the medium resolution spectra in this sample, it is possible to resolve the kinematics of absorbing systems residing in the ISM and CGM into individual components in the velocity space. The GRB spectra were analyzed by fitting individual components, where the optical depth of each component is modeled as a Voigt profile. Given the complex nature of GRB sightlines, typically more than 5 absorption components are observed in these spectra. While there are other $\chi^2$ grid-search-based codes (eg: VPFIT\textsuperscript{4} and MPFIT [Markwardt, 2009]) for fitting the Voigt profiles, there are fundamental limitations of these methods for solving this particular problem. Obtaining useful results with a grid-search in such a large parameter space of a non-linear model is computationally expensive. Further, it is difficult to capture the degeneracy between various parameters in a quantitative manner, for instance, the degeneracy between Doppler parameter and column density for saturated components. The Bayesian approach provides a rigorous way to visualize the degeneracy and estimate the errors around the fit parameters in a systematic way for multi-component Voigt profiles.

\textsuperscript{4}Available at https://www.ast.cam.ac.uk/~rfc/vpfit.html
Figure 2.2: The median absorption line profiles (in green) of the individual spectra (in blue) in the CGM-GRB sample. The red line shows the rms noise (shifted vertically by −1.5).

For these reasons, we developed a Bayesian-inference-based, multi-component Voigt profile fitting code in Python to determine the best-fit values of the parameters for each component \((i)\), i.e. the column density \((N_i)\), Doppler parameter \((b_i)\), and
To sample the posterior probability distributions, the Markov Chain Monte Carlo (MCMC) method was used. The MCMC sampling was implemented using *emcee* library in Python [Foreman-Mackey et al., 2013]. A detailed summary of the Bayesian Voigt-profile fitting method and error estimation is given in Appendix A.1. This code provides a robust and novel approach to fit the complex multi-component absorption systems such as GRB or QSO sightlines and obtain reliable estimates of the optimal parameters and the associated errors.

To fit multi-component Voigt profiles to a given transition, a velocity window spanning ±400 km s$^{-1}$ around the GRB rest-frame is extracted. This velocity window enables fair comparisons with the simulations of CGM as well as previous observations of high- and low-redshift CGM. The spectra are binned by a factor of 2 to 4 depending on the noise level for easier visual inspection. The number of components to be fitted is determined through manual inspection of doublets (eg: C IV 1548 and 1550) and lines with similar ionization potential (eg: C IV, Si IV). The line spread function of the spectrometer is modelled as a Gaussian function and convolved with the synthesized multi-component Voigt profile to obtain the comparison spectrum for evaluating the residuals. The initial guesses of the parameters are manually provided to the MCMC routine (as priors) to find the optimal line-parameters and associated uncertainties corresponding to all the components ($N_i$, $b_i$, $v_i$). Also, doublets are fitted simultaneously. Our optimal parameters are consistent with the results from other references in Table 2.4 as shown in Fig. 2.3. The Voigt-profile fits are shown in figures A.4–A.30 and the line profile parameters are listed in Table 2.3.
Figure 2.3: Comparison of total column densities partially compiled from the literature (references in Table 2.4) with the total column densities derived in this paper. The dotted line represents the line of equality.

Caveats: The kinematic resolution of the analysis is linked to the spectral resolution of each observation, leading to a variance in the precision of the parameter estimation throughout the sample due to different spectral resolutions. For warm CGM (T \sim 10^{5-6} \text{ K}), the thermal Doppler parameter is expected to be in the range 5 - 20 \text{ km s}^{-1} for C and Si with further broadening expected due to turbulence [Lehner et al., 2014]. For spectra with R \sim 10000, we can marginally resolve b \sim 15 \text{ km s}^{-1}. In saturated regions, the determination of optimal parameters has a higher uncertainty due to degeneracy between the Doppler parameter and column density. In such cases, lines with similar ionization potential and weaker oscillator strength help provide an estimate without breaking the degeneracy. While the Voigt profile fitting works well in case of mildly saturated lines, it does not fully alleviate the uncertainty for strongly saturated lines (such as saturation spanning \sim 100 \text{ km s}^{-1}). In Table 2.3, a quality flag of 0 indicates unsaturated or mildly saturated components while a quality flag of 1 indicates strongly saturated components. The tabulated profile parameters for strongly saturated components denote a likely but
non-unique solution.

2.4 Inferring Kinematics

2.4.1 Median Plots

In order to understand the overall kinematics of the sample, the normalized rest-frame spectra were plotted in velocity space. In Fig. 2.2, various high- and low-ion transitions of the individual GRBs are shown in blue, while the median kinematic profiles are shown in green. The key qualitative results from the median plots are:

a) There is a significant blueward absorption excess at velocities $v \lesssim -100$ km s$^{-1}$, which is a clear signature of outflowing gas.

b) This blueward asymmetry is stronger in the high-ion transitions than in the low-ion transitions. The median profile for the fine structure transition of Si II* is, not surprisingly, more symmetric.

c) The median absorption for the low-ion transitions is fairly limited to within $\pm 100$ km s$^{-1}$ unlike the high-ion lines, which extend much further (especially blueward).

These qualitative observations may indicate outflowing gas predominantly traced by the high-ion transitions. Thus, we expect at least two different phases that are kinematically distinct. In order to test this hypothesis in greater details we use a toy model to reproduce the observed kinematic behavior (Section 2.5).
2.4.2 Integrated Line Profiles

The absorption lines in the afterglow spectra from various high- and low-ion species were fitted with multi-component Voigt profiles as described in Section 2.3.2. In order to quantitatively measure and compare the kinematics of high- and low-ion species as well as compare the observations with models (as described in Section 2.5), the fitted continuous line profiles were converted into integrated column density profiles. The fitted Voigt profiles profiles (with $N_i$, $b_i$, and $v_i$) were converted to apparent optical depth profiles as a function of velocity ($\tau_a(v)$) such that $\tau_a(v) = \ln[F_c(v)/F(v)]$, where $F_c(v)$ is the normalized continuum flux level (i.e. 1) and $F(v)$ is the normalized flux from the fitted profile at velocity $v$ [Savage and Sembach, 1991]. The apparent column density is then evaluated as $N_a(v) = 3.768 \times 10^{14} \tau_a(v)/f\lambda$, where $f$ is the oscillator strength and $\lambda$ is the rest-frame wavelength of the line in Å. The integrated column density is the integral of $N_a(v)$ over bins of 100 km s$^{-1}$.

The integrated column density profiles are shown in blue in Figures 2.4, 2.10, and 2.11. The strongly saturated components are treated as lower limits evaluated by imposing a maximum cap on $\tau_a(v)$ of 4.5 (equivalent to a lower cap of $\sim0.01$ on the normalized flux) and they are marked as open circles. The saturation issue does not significantly affect the velocity bins beyond $\pm$ 100 km s$^{-1}$. The downward triangles show integrated column density for a bin with no detected absorption and is evaluated using $\tau(v) = 0.05$ which denotes the typical detection limit of the sample. The error bars on the integrated column density are evaluated by calculating the
Figure 2.4: The integrated column density profiles for the high- and low-ion species of the CGM-GRB sample. The blue line and labels refer to the median values while the central 50 and 80 percentiles are shown in darker and lighter shades. The green line and labels indicate the estimated mass of the species in the CGM.
Figure 2.5: The high- to low-ion line ratios as a function of velocity. The line ratios are evaluated as the ratio of integrated column densities for the two lines as a function of velocity. The solid red symbols indicate that at least one of the two absorption lines is detected in that velocity bin. The empty symbols indicate that one of the two lines is saturated, while the green circles show the cases where both the lines are saturated in that velocity bin (double saturation points). A circle denotes detection of both lines, an upwards (downwards) triangle denotes lower (upper) limits. A cross symbol indicates points where both the lines have non-detections (double non-detection points). The blue line traces the median of the line ratios including double non-detection points at each velocity bin with the purple shades spanning the 50- and 75-percentile zones. The cyan line traces the median excluding the double non-detection points (i.e. requiring the detection of at least one of the two lines in the given velocity bin).
difference between the Voigt profiles generated using the optimal parameters and the profiles generated using the 1-σ deviation parameters (as shown in Fig. A.1). This captures both the fitting uncertainty as well as the noise spectrum. The median integrated column density profile for each line is shown in blue. The inner and outer purple-shaded regions show the central 50 and 80 percentiles of the integrated column density distribution for each bin, respectively.

2.4.3 Detection Fractions

The integrated column density profiles help visualize the fraction of sightlines where various species are detected as a function of velocity. Broadly speaking, the detection fractions can be categorized in three kinematic regions: central (|v| < 100 km s\(^{-1}\)), blue wing (v < −100 km s\(^{-1}\)), and red wing (v > +100 km s\(^{-1}\)). The detection fractions of various high- and low-ion species are calculated as the number of detected sightlines divided by the number of sightlines with the spectral coverage for that ion and are reported in Table 2.1. The O VI and N V absorption lines are redshifted to the low-sensitivity (blue) regions of the spectrographs for \(z \sim 2\), which leads to a poor signal-to-noise ratio. In addition, the vicinity to the Lyman-alpha forest and possible doublets contamination can prevent reliable detection of these species. Therefore, we only consider the detections where both doublets show absorption lines that can be reasonably fitted. The uncertainty on the detection fractions for these ions reflects the small number of cases where these lines are within the spectral coverage and are not affected by low SNR, saturation,
Table 2.1: Detection fractions in various kinematic regions

| Species | Blue wing \((v < -100 \text{ km s}^{-1})\) | Central \(|v| < 100 \text{ km s}^{-1}\) | Red wing \((v > 100 \text{ km s}^{-1})\) |
|---------|---------------------------------|---------------------------------|---------------------------------|
| O VI    | \(65^{+0.2}_{-0.0}\)          | \(8^{+0.2}_{-0.0}\)            | \(6^{+0.2}_{-0.0}\)           |
| N V     | \(52^{+0.16}_{-0.0}\)         | \(76^{+0.16}_{-0.0}\)          | \(56^{+0.16}_{-0.0}\)         |
| Si IV   | \(92^{+0.04}_{-0.0}\)         | \(96^{+0.04}_{-0.0}\)          | \(69^{+0.04}_{-0.0}\)         |
| C IV    | \(0.96\)                       | \(1.00\)                       | \(0.63\)                       |
| Al III  | \(0.67\)                       | \(1.00\)                       | \(0.62\)                       |
| Si II   | \(0.73\)                       | \(0.96\)                       | \(0.61\)                       |
| Fe II   | \(0.67\)                       | \(0.92\)                       | \(0.55\)                       |

or mismatch between the doublets.

The central region within \(\pm 100 \text{ km s}^{-1}\) shows the highest detection fraction for all the ions. The blue wings have a higher detection fraction compared to the red wings for all the ions except N V, as expected from the stacked spectra (Fig. 2.2). We compare the detection fractions in this sample with KODIAQ sample – a QSO-based survey of CGM absorbers at \(z \sim 2 – 3.5\) [Lehner et al., 2014]. The overall detection fractions in the KODIAQ survey for O VI (75%), N V (55 ± 20%), Si IV (95%), C IV (90%), and Fe II (78%) are consistent with the detection fractions in blue wing region of the CGM-GRB sample within \(\sim 10\%\).

2.4.4 Kinematic Asymmetry

It is evident from the stacked spectra in Fig. 2.2 that there is a clear excess of absorption in the blue wing \((v < -100 \text{ km s}^{-1})\) relative to the red wing \((v > 100 \text{ km s}^{-1})\). The excess also appears to be stronger for the high-ionization species such as Si IV and C IV relative to the low-ionization species such as Si II and Fe II. We quantify this kinematic asymmetry using the median integrated column density.
profiles shown in Fig. 2.4. The median of the total integrated column densities are tabulated in three distinct kinematic regions in Table 2.2: central (|v| < 100 km s$^{-1}$), blue wing (v $< -100$ km s$^{-1}$), and red wing (v $> 100$ km s$^{-1}$). The reported uncertainties are evaluated as 2-$\sigma$ intervals of the distribution of medians of total integrated column densities derived via a simple resample-with-replacement bootstrap technique. The degree of asymmetry is calculated as the ratio of blue- to red-wing column densities. The median asymmetry in the high ions C IV and Si IV are 0.36 and 0.52 dex, respectively, in contrast to $\sim$ 0.17 and 0.19 dex for the low ions Si II and Fe II, respectively.

The blue absorption excess (or asymmetry) has been interpreted as a galactic outflow signature in previous GRB-afterglow sightline studies (eg: with 7 high-z GRBs in [Fox et al., 2008] and GRB 080810 in [Wiseman et al., 2017a]). From the kinematic distribution in the blue wing, the typical outflow velocity is $\sim$ 150 – 250 km s$^{-1}$. Another important aspect is the higher degree of asymmetry in Si IV and C IV relative to Si II and Fe II. These high ionization species are more asymmetric by roughly a factor of $\sim$ 1.5 – 2 than the low ionization species. This key observation implies that not only there is an excess of outflowing gas compared to infalling gas, but also the outflowing gas is more highly ionized than the infalling gas. Unlike all the other ions presented here, N V has no significant asymmetry and therefore, could be tracing a phase (or a combination of phases) that is kinematically distinct from the gas phase (or a combination of phases) traced by the other high- and low-ion lines. We return to this point in section 2.7.
Table 2.2: Kinematic asymmetry in high and low ions

<table>
<thead>
<tr>
<th>Species</th>
<th>Blue wing $\log(N_B)$</th>
<th>Central $\log(N_C)$</th>
<th>Red wing $\log(N_R)$</th>
<th>Asymmetry (dex)</th>
</tr>
</thead>
<tbody>
<tr>
<td>O VI</td>
<td>$14.39^{+0.15}_{-0.22}$</td>
<td>$14.98^{+0.08}_{-0.19}$</td>
<td>$13.80^{+0.13}_{-0.17}$</td>
<td>0.59</td>
</tr>
<tr>
<td>N V</td>
<td>$13.72^{+0.17}_{-0.25}$</td>
<td>$14.36^{+0.18}_{-0.24}$</td>
<td>$13.80^{+0.20}_{-0.31}$</td>
<td>-0.08</td>
</tr>
<tr>
<td>Si IV</td>
<td>$13.46^{+0.18}_{-0.22}$</td>
<td>$14.49^{+0.15}_{-0.15}$</td>
<td>$13.10^{+0.14}_{-0.16}$</td>
<td>0.36</td>
</tr>
<tr>
<td>C IV</td>
<td>$13.87^{+0.09}_{-0.13}$</td>
<td>$14.99^{+0.14}_{-0.11}$</td>
<td>$13.35^{+0.07}_{-0.07}$</td>
<td>0.52</td>
</tr>
<tr>
<td>Al III</td>
<td>$12.48^{+0.14}_{-0.22}$</td>
<td>$13.70^{+0.09}_{-0.05}$</td>
<td>$12.32^{+0.06}_{-0.06}$</td>
<td>0.16</td>
</tr>
<tr>
<td>Si II</td>
<td>$13.75^{+0.19}_{-0.25}$</td>
<td>$14.82^{+0.10}_{-0.19}$</td>
<td>$13.58^{+0.09}_{-0.30}$</td>
<td>0.17</td>
</tr>
<tr>
<td>Fe II</td>
<td>$13.97^{+0.15}_{-0.17}$</td>
<td>$14.89^{+0.17}_{-0.23}$</td>
<td>$13.78^{+0.05}_{-0.10}$</td>
<td>0.19</td>
</tr>
</tbody>
</table>

2.4.5 Line Ratios

The ratio of column densities of various high- and low-ion species provides another perspective to learn about the physical conditions of the intervening gas in different kinematic regions. We select Si IV, C IV, Si II, and Fe II for this analysis since they have excellent spectral coverage in the sample and are fit reasonably well due to high signal-to-noise ratio in the corresponding observed wavebands. Si II 1526 and Fe II 1608 are taken as representative low-ion lines since a) they have a moderate line strength, thus preventing saturation, and b) there are no adjacent strong lines in the rest frame that could potentially blend/contaminate the ± 400 km s$^{-1}$ region.

Figure 2.5 shows the high- to low-ion line ratios as a function of velocity. The line ratios are evaluated as the ratio of the integrated column densities for the two lines as a function of velocity. The solid red symbols indicate that at least one of the two absorption lines is detected in that velocity bin. The empty symbols indicate that one of the two lines is saturated, while the green circles show the cases
where both the lines are saturated in that velocity bin (double saturation points). The double saturation ratios are evaluated by taking the ratios of integrated column densities by putting a lower limit on the observed flux (as described in section 2.4.2). A circle denotes detection of both lines, an upwards (downwards) triangle denotes lower (upper) limits. A cross symbol indicates points where both the lines have non-detections (double non-detection points). In such cases, the ratio is taken as the ratio of their typical detection thresholds evaluated using $\tau(v) = 0.05$ (see section 2.4.2). The blue line traces the median of the line ratios including the double non-detection points with the purple shades spanning the 50- and 75-percentile zones. The cyan line traces the median excluding the double non-detection points (i.e. requiring the detection of at least one of the two lines in the given velocity bin).

To avoid large number of double non-detection points, we focus on velocity bins from $-250$ to $150$ km s$^{-1}$, where the double non-detection cases are limited to less than 40%. In this region, the high- to low-ion ratio is higher in the blue wing relative to the red wing. This is more clearly noticeable in the Si IV / Fe II and C IV / Fe II ratios. The actual ratios in the blue wing are likely to be higher due to a large number of lower limits in the blue wings (i.e. detection of high ions and non-detection of low ions). This can also be seen by comparing the high- and low-ion lines in Table 2.2. The line ratios in the central region are more uncertain due to high occurrence of double saturation cases, but they appear to be commensurate with the blue wing ratios. Qualitatively, the line ratios highlight the distinct physical characteristics of the three kinematic zones and hint towards a general presence of high-ion rich outflowing gas at a projected speed of $\sim 150$ –
250 km s$^{-1}$.

2.5 Toy Model

In order to explain these observations, we simulate the sightlines through the ISM and CGM of the GRB hosts using the known characteristics of the GRB hosts at these redshifts. This modeling will help us disentangle the relative contributions of the host ISM and CGM to the observed column densities as a function of velocity.

Unlike the detailed models that are available for the local multi-phase CGM (eg: [Stern et al., 2016]), the CGM models for high-redshift galaxies are few and limited, especially for galaxies with $M_* < 10^{10} M_\odot$. Therefore, we constructed a simple toy model to extract typical estimates of the physical properties of the CGM and thus help us interpret the observed kinematics. We adopt simple assumptions to derive CGM kinematics in terms of a few model parameters and compare the resulting column densities with the observations. Ultimately, we aim to obtain a coarse estimate of typical kinematic properties of the CGM of GRB hosts at high redshifts. We will focus on the C IV kinematics since this feature is ubiquitously detected in all the sightlines, and the outflow component is prominent in the C IV kinematics.

2.5.1 Line-of-sight Simulations: Setup

To simulate how the GRB sightlines sample the kinematics of the CGM-galaxy system, we constructed a simple geometrical model of the system as shown in Figure
2.6. The galaxy ISM is modeled as a disk with an exponential gas density distribution in the radial direction. The ISM parameters of the galaxy are chosen to reflect a typical, representative galaxy from the known population of GRB hosts in the redshift range $z \sim 2 - 3$ [Wainwright et al., 2007, Perley et al., 2016b, Blanchard et al., 2016, Arabsalmani et al., 2018]. The CGM is modeled as an isothermal sphere populated by clouds where the density of the cloud is inversely proportional to the square of the radial coordinate of the cloud (see Equation A.5). This distribution assumes the clouds have originated from a mass-conserving outflow [Chisholm et al., 2017, Steidel et al., 2010]. In addition to the isothermal velocity distribution, a certain fraction of clouds ($f_{\text{out}}$) are randomly selected to have an additional radial outward velocity component to simulate the outflows. The value of the additional radial velocity depends on the radial coordinate of the cloud and follows a ballistic velocity profile with radial launch velocity of $v_{\text{out}}$ at an outflow launching radius $R_{\text{launch}}$ of 2 kpc. The entire simulation setup is described in detail in Appendix A.2.
To create a complete sample of sightlines for each of these models, 200 GRB sightlines were synthesized by randomly sampling uniform distributions of a) GRB positions within the galactic disk and b) the 3D direction vectors of the sight line. The projected velocity of the intervening gas (from the ISM and CGM) along the GRB sightline was calculated with respect to the projected velocity of the gas in the immediate vicinity of the GRB. Setting this velocity reference is important to maintain consistency with the observations, where $v = 0$ is assigned to the strongest fine structure line absorption, a tracer of gas in the vicinity of the GRB as evident from the UV-pumping argument ([Prochaska et al., 2006] and [Vreeswijk et al., 2007]).

The most important model parameters affecting the observed CGM-ISM kinematics are listed in Table A.1. We approximate the typical stellar mass of GRB hosts at $z > 2$ as $\sim 2 \times 10^9 M_\odot$ [Perley et al., 2016b], thereby constraining the halo mass [Hopkins et al., 2014, Wechsler and Tinker, 2018] and thus the typical rotation and dispersion velocities. The volume filling fraction is approximated as 0.1 from prior CGM studies at lower redshifts [Werk et al., 2016, Stocke et al., 2013]. With these assumptions, the free parameters of the model are: the CGM mass (traced by C IV), $M_{CGM}$, the launching velocity of the outflow, $v_{out}$, and the outflow fraction, $f_{out}$. Hence, we synthesize a matrix of 27 models with three distinct values of each of these model parameters, as stated in Table A.1.

The C IV kinematics are evaluated by making certain assumptions about the CGM and ISM metallicities and the ionization fraction for C IV, $f_{CIV}$. The C IV
Figure 2.7: Integrated C IV column density from the toy model assuming \( M_{CGM} = 10^{9.3} M_\odot \). The panels show the results using an outflow launch velocity of 150 km s\(^{-1}\), 220 km s\(^{-1}\), and 300 km s\(^{-1}\) (at 2 kpc) and an outflow fraction of 0.25, 0.5, and 0.75.
Figure 2.8: Integrated C IV column density from the toy model assuming $M_{CGM} = 10^{9.8} M_\odot$. The panels show the results using an outflow launch velocity of 200 km s$^{-1}$, 250 km s$^{-1}$, and 300 km s$^{-1}$ (at 2 kpc) and an outflow fraction of 0.25, 0.5, and 0.75.
Figure 2.9: Integrated C IV column density from the toy model assuming $M_{CGM} = 10^{10.3} M_\odot$. The panels show the results using an outflow launch velocity of 200 km s$^{-1}$, 250 km s$^{-1}$, and 300 km s$^{-1}$ (at 2 kpc) and an outflow fraction of 0.25, 0.5, and 0.75.
column density is evaluated as:

\[ N_{CIV} = N_{total} \times \frac{f_{CIV}}{0.3} \times \frac{Z}{Z_{\odot}} \times (n_{C}/n)_{\odot} \] (2.1)

We conservatively assume \( f_{CIV} = 0.3 \) as a maximal ionization fraction similar to [Bordoloi et al., 2014b] and as derived in [Oppenheimer and Schaye, 2013] for \( z > 2 \). The CGM and ISM metallicities are assumed to be 0.25 and 0.15 solar, respectively [Trenti et al., 2015, Arabsalmani et al., 2018, Shen et al., 2013]. The solar ratio of carbon number density to total number density is \( 3.26 \times 10^{-4} \).

2.5.2 Line-of-sight Simulations: Results

The kinematic separation of the CGM and ISM has been used in various previous studies (e.g., to study the CGM of Andromeda galaxy) to distinguish the CGM and ISM contributions in the velocity profiles [Fox et al., 2014, Fox et al., 2015, Lehner et al., 2015]. In this paper, we performed kinematic simulations to infer the relative contributions of the CGM and ISM as a function of velocity using the characteristic parameters of GRB host galaxies of our sample.

Figure 15 in Appendix A.2 shows the breakdown of the total column density into ISM and CGM components, with (left) and without an outflow (right). Two key inferences can be drawn from this illustration: a) an outflow component is necessary to explain the observed kinematic asymmetry, and b) the ISM component kinematically dominates the central region (\(|v| < 100 \text{ km s}^{-1}\)), while the CGM component is the main contributor of column density in the red and blue wings.
(\(v > 100 \text{ km s}^{-1}\) and \(v < -100 \text{ km s}^{-1}\), respectively). With this insight, we use the kinematic separation to further estimate the physical properties of the CGM.

Figures 2.7–2.9 show the integrated CGM + ISM column density for C IV as a function of velocity bins of width 100 km s\(^{-1}\) in a fashion similar to the observations. The results are shown for 27 synthesized models with different combinations of CGM mass (as traced by C IV), outflow launch velocity (\(v_{\text{out}}\)), and outflow fraction (\(f_{\text{out}}\)). The red dots indicate the integrated column density for each simulated GRB sightline. The blue line shows the median profile and the purple shades indicate the central 50 and 80 percentiles. The vertical dotted lines separate the central region dominated by the ISM from the blue and red wings dominated by the CGM.

We compare the blue and red wings with the observations since the central region is often saturated in the observations. As clearly seen in these figures, a higher outflow fraction increases the kinematic asymmetry while a higher outflow velocity shifts the asymmetry blueward, as expected. A higher CGM mass proportionally increases the median column densities in the red and blue wings, while the increment in the central region is slower since it is dominated by the ISM.

Despite its simplicity, this kinematic model does an excellent job at reproducing the median kinematics profile as well as typical detection fractions and column density distribution as a function of velocity. These simulations rule out an outflow fraction of \(\gtrsim 0.5\) and a CGM mass of \(\gtrsim 10^{10.3} M_{\odot}\) by simple comparisons of the median profiles and the percentile distributions. However, it should be noted that a lower metallicity for the CGM would favor a higher CGM mass to explain the observations while a higher ionization fraction would favor a lower CGM mass.
Nonetheless, the current assumptions are reasonable within a factor of 2. The model that best explains the observed kinematics is: $M_{CGM} = 10^{9.8} M_\odot$, $v_{out} = 300 \text{ km s}^{-1}$, $f_{out} = 0.25$. Note that $v_{out}$ is the launch velocity at 2 kpc for a ballistic outflow. In section 2.6, we use these kinematic simulations to estimate the contribution of CGM in the central $\pm 100 \text{ km s}^{-1}$ velocity region, which is crucial in estimating the typical CGM mass in our sample.

No extra inflow component has been added in these kinematic simulations. Various feedback simulations suggest that at $z \sim 2.5$, cold inflows are hardly detectable in metal lines due their low metallicity and low covering factors [Fumagalli et al., 2011, Goerdt et al., 2012]. Given the observational challenges in detecting the inflows, we do not include an inflow component in our toy model. However, a plausible inflow scenario is explored in section 2.7.3.

2.6 CGM Mass Estimate

Estimating the mass of the CGM at high redshifts is a key step in determining the cosmic baryonic budget as well as the distribution of metals throughout the universe and the various mechanisms at play [Bouché et al., 2006, Bouché et al., 2007, Peeples et al., 2014, Muratov et al., 2017]. In this section, we will estimate the typical mass of the CGM for high-z GRB hosts, explore its evolution with redshift, and compare the carbon mass in the CGM and ISM. The length scales considered here are proper distances.
2.6.1 Converting Column Densities into Mass

Our kinematic toy models provide a reasonable handle on the CGM mass \( M_{CGM} \sim 10^{9.8} M_\odot \). In this section we provide further insights on the CGM mass from the observed column densities, adopting realistic geometrical assumptions, and compare the results with the toy models. For this, we assume the CGM-GRB sample as a set of random GRB sightlines probing the typical ISM and CGM of a GRB host at \( z \sim 2 - 5 \).

2.6.1.1 Method

A key uncertainty in this formulation is the contribution of the CGM to the column density in the central region \( |v| < 100 \text{ km s}^{-1} \). To resolve the CGM-ISM degeneracy in this region, we make certain assumptions based on the insights we gained from the toy models. Since the central region also suffers from saturation issue leading to the measurement of only the lower limit of the column density, we avoid making a direct use of the CGM to ISM ratio in this region. Instead, we use the column density in the \(-150 \text{ km s}^{-1} \) bin (i.e. \(-200 < v < -100 \text{ km s}^{-1} \)) to extrapolate the central column density since the column density in the \(-150 \text{ km s}^{-1} \) velocity bin is measured more accurately. This ratio is in the range of 2 to 4 for the models that were found viable in the previous section. Hence, we use a factor of 3 to estimate the CGM-contributed column density in the observed spectra. To calculate the CGM mass, we will make use of C IV column density since it is ubiquitous and a good tracer of the outflow component.
To convert the integrated CGM column density of C IV, as approximated above, into the mass of C IV in the CGM, we assume that the CGM density profile is a power law given by:

\[ n_{CGM}(r) = n_0 \left( \frac{r}{R_0} \right)^{-\alpha} \]  \hspace{1cm} (2.2)

For convenience, we select the reference radius \( R_0 \) as the starting point of the CGM, equivalent to twice the half-light radius (\( R_e \)) of the galaxy. We assume a typical \( R_e \) of 2 kpc for GRB hosts at \( z > 2 \), following previous observations of GRB hosts [Wainwright et al., 2007, Blanchard et al., 2016], and thus \( R_0 = 4 \) kpc. Both the detailed simulations and our toy model indicate that the gas which leads to the observed absorption in C IV is spread out to about \( 2 \times R_{\text{vir}} \). Beyond that, the gas density is too low to give rise to a detectable absorption component (assuming \( n(r) \propto r^{-2} \)). Given a constant volume filling fraction of \( f_{\text{vol}} \), the mass of the CGM (for \( \alpha \neq 3 \)) can be stated as:

\[ M_{CGM} = 4\pi m_H f_{\text{vol}} \int_{R_0}^{R_{CGM}} n(r) \times r^2 dr \]  \hspace{1cm} (2.3)

\[ = 4\pi m_H f_{\text{vol}} n_0 R_0^\alpha \left( \frac{1}{3-\alpha} \right) \left[ R_{CGM}^{3-\alpha} - R_0^{3-\alpha} \right] \]  \hspace{1cm} (2.4)

We further define the line covering fraction \( f_{\text{line}} \) as the typical fraction of a sightline that passes through a CGM cloud. The typical line fraction does not strongly vary with radius if the volume filling fraction is constant. Given a constant
\( f_{\text{line}} \), the typical column density (for \( \alpha \neq 1 \)) can be expressed as:

\[
N_{\text{obs}} = \int_{R_0}^{R_{\text{CGM}}} f_{\text{line}} n(r) dr \tag{2.5}
\]

\[
= f_{\text{line}} n_0 R_0^\alpha \left( \frac{1}{1-\alpha} \right) \left[ R_0^{1-\alpha} - R_{\text{CGM}}^{1-\alpha} \right] \tag{2.6}
\]

Combining the two equations, we get:

\[
M_{\text{CGM}} = 4\pi m_H N_{\text{obs}} \left( \frac{f_{\text{vol}}}{f_{\text{line}}} \right) \left( \frac{1}{3-\alpha} \right) \frac{R_{\text{CGM}}^{3-\alpha} - R_0^{3-\alpha}}{R_0^{1-\alpha} - R_{\text{CGM}}^{1-\alpha}} \tag{2.7}
\]

In the following, we take \( \alpha = 2 \), i.e. we consider the case where a significant fraction of the metal-rich CGM takes part in a mass-conserving outflow [Chisholm et al., 2017, Pallottini et al., 2014, Steidel et al., 2010]. Since \( R_0 \ll R_{\text{CGM}} \), the expressions can be simplified. Further, we evaluate the typical value of \( f_{\text{vol}}/f_{\text{line}} \) by simulating various volume filling fractions in a spherical shell and measuring the distribution of line covering fraction for random sightlines. For small filling fractions (\( \sim 0.05 - 0.25 \), eg: as derived in [Werk et al., 2014]), the typical value of \( f_{\text{vol}}/f_{\text{line}} \) ratio is found to be 1.2. Using this value, we estimate the mass of C IV in the CGM (in solar mass units) as:

\[
M_{\text{CGM,CIV}} = 1.2 \times m_C N_{\text{CIV}} R_0 R_{\text{CGM}} \times 10^{-13} \tag{2.7}
\]

where \( m_C \) is the atomic mass number of carbon, \( R_0 \) and \( R_{\text{CGM}} \) are in kpc, and \( M_{\text{CGM}} \) is in solar masses.
2.6.1.2 Results

As stated earlier, we estimate $R_0$ as 4 kpc and $R_{CGM}$ as $2 \times R_{vir} \sim 100$ kpc. We choose the geometric mean of all the sightlines in the sample as a representative value of $N_{CIV}$ since it best captures the large range in column density as a function of velocity whereas an arithmetic mean tends to be skewed to high values by the small number of large column densities. Similar mass estimates were performed for other species. The CGM mass estimates for various species as a function of velocity are shown in Fig. 2.4. For evaluating carbon mass in the CGM, the fraction of carbon in C IV phase ($f_{CIV}$) needs to be constrained which depends on the temperature, density, and ionization process. We assume a conservative maximal $f_{CIV}$ of 0.3 (see Fig. 7 in [Bordoloi et al., 2014b]), which gives:

\[
M_{CGM,C} \gtrsim 4.8 \times 10^4 M_{\odot} \left( \frac{N_{CIV}}{10^{14} \text{cm}^{-2}} \right) \left( \frac{R_0 R_{CGM}}{100 \text{kpc}^2} \right) \left( \frac{0.3}{f_{CIV}} \right) \quad (2.8)
\]

Based on this formulation, the conservative lower limit on the carbon mass in the CGM of GRB hosts in our sample is $\sim 1.5 \times 10^6 M_{\odot}$. The carbon mass in the CGM can be further extrapolated to derive the total mass of the CGM in the phase traced by C IV ($T \sim 4.5 - 5.5 \times 10^5$ K). For this, we assume that the metallicity in the CGM is roughly 0.25 solar. This assumption is informed by the detailed simulations of CGM at $z > 2$ [Shen et al., 2013] and the low-z CGM metallicity estimates (eg: [Prochaska et al., 2017]). This is further supported by the
observed gas-phase metallicity of $\sim 0.1 - 0.2$ solar for the ISM of the GRB hosts [Krühler et al., 2015, Arabsalmani et al., 2018]. Due to the metal-enriched outflows, the typical CGM metallicity tends to be $\sim 1.5$ times the ISM metallicity [Muratov et al., 2017]. Thus, the total mass of the CGM gas traced by C IV can be expressed as:

$$M_{\text{CGM,total}} \sim 10^9 M_\odot \times \left( \frac{M_{\text{CGM,C}}}{10^6 M_\odot} \right) \left( \frac{0.25}{Z_{\text{CGM}}} \right)$$

(2.9)

Thus, the typical mass of the CGM gas traced by C IV in this sample is $\sim 10^{9.2} M_\odot$, which is comparable to the typical stellar mass of the GRB hosts at these redshifts ($z \sim 2 - 4$). This implies that the CGM is a very significant reservoir of baryons and metals in the galactic ecosystem at high redshifts. Thus, from a galaxy evolution standpoint, the CGM appears to be already in place at $z \sim 2 - 4$. Despite various uncertainties in the assumed parameters, we can say with high significance that the mass of the CGM in GRB hosts is at least as much as the mass that resides in the stars, and it can be higher by as much as $\sim 0.3$ dex if the conservative assumptions are relaxed.

The CGM mass estimates from the toy models (§ 2.5.2) and column density profiles are complementary in nature, strengthening our CGM mass estimate of $\sim 10^{9.2-9.8} M_\odot$. It should be noted that the difference between the CGM mass of the optimal toy model ($10^{9.8} M_\odot$) and the CGM mass estimated here ($\sim 10^{9.2} M_\odot$) arises for two key reasons: a) the conservative estimate of the CGM contribution to the central $\pm 100$ km s$^{-1}$ and b) the use of geometrical mean of column densities in the CGM mass measurement instead of arithmetic mean.
2.6.1.3 Caveats

In this analysis, various simplifying assumptions have been made based on previous observations or simulation efforts. Here, we briefly discuss the sensitivity of the results to the assumed parameters. We assumed a CGM density profile of the CGM that follows $n(R) \propto R^{-2}$. A more compact profile, for instance $R^{-2.3}$, can reduce the CGM mass by 0.4 dex, whereas a more diffuse profile, eg. $R^{-1.7}$, increases the CGM mass estimate by 0.4 dex. The product $R_0 R_{CGM}$, which can be written as $4R_e R_{vir}$, marks the bounds we have defined for the CGM. We ascribe an uncertainty of $-0.3$ dex (reducing the $M_{CGM}$ estimate) to this product due to the gap in our knowledge associated with the faint nature and inherent variety of GRB hosts.

On the other hand, $f_{CIV} = 0.3$ is a conservative upper limit on the ionization fraction for the warm phase [Bordoloi et al., 2014b]. This factor can be lower by a factor of $\sim 2-4$ in the range of temperatures and densities traced by C IV absorption in the CGM. Despite the evolution in the extragalactic background UV (ionizing) flux between $z \sim 0$ (COS-Dwarfs, [Bordoloi et al., 2014b]) and $z \sim 2.7$ (this sample and [Gilmore et al., 2009]), the ionization fraction $f_{CIV}$ does not exceed 0.3 for both collisional and photoionization models for a range of temperature ($10^{4.5} - 10^{5.5}$), number density ($10^{-2} - 10^{-5}$ cm$^{-3}$), and metallicity ($0.1 - 1$ solar, [Oppenheimer and Schaye, 2013]). The typical value expected in the warm phase traced by C IV is $\sim 0.1 - 0.2$. Thus, we attribute an uncertainty of $+0.3$ dex to $f_{CIV}$ (raising the $M_{CGM}$ estimate).
We have also assumed a constant typical metallicity for the CGM. While constraining the radial gradient of metallicity is an observational challenge, it is unlikely that the average metallicity of the CGM is significantly larger than 0.25 solar at these redshifts (based on the observed metallicities of the DLAs associated with the GRB hosts at \(z > 2\) [Cucchiara et al., 2015, Toy et al., 2016]). As a limiting case, if the typical metallicity of the CGM gas traced by C IV is assumed to be the same as the typical ISM metallicity of these GRB hosts (\(\sim 0.1\) solar), then we can expect an increment of \(\sim 0.4\) dex in the CGM mass (from equation 2.9).

Despite the simplifying assumptions and uncertainties stated here, it can be seen that the overall uncertainty in the CGM mass is small and would likely favor a higher warm CGM mass than calculated here. Thus, the robust mass estimates from our sample and the kinematic inferences drawn with the help of our toy model clearly indicate that the CGM is already a significant component of the GRB host galaxies at high redshifts, comparable to the mass of the host ISM. This has important implications on the evolution of the CGM and the distribution of metals and baryons throughout the galactic ecosystem as a function of time.

2.6.2 CGM Mass Evolution with Redshift

To study the evolution of the CGM mass with redshift, we divide the CGM-GRB sample into two roughly equal time bins of 1 Gyr — group 1 (\(z_1 \sim 2 - 2.7\), midpoint: \(z = 2.3\)) and group 2 (\(z_2 \sim 2.7 - 5\), midpoint: \(z = 3.6\)). The number of GRBs in these two bins are also nearly equal. The integrated column density as
a function of velocity for high- and low-ion species are plotted in Figures 2.10 and 2.11 in the same way as Figure 2.4.

It can be seen in these figures that the high-ion kinematics in both redshift groups are quite similar with respect to the blue asymmetry. In the case of Si II, the blue asymmetry is weaker in the lower redshift bin (Fig. 2.10). There are two possible reasons for this lack of asymmetry in Si II: a) The ionization level of the outflows is different in at low z leading to a higher [Si IV / Si II] ratio relative to the high-z bin, or b) there is more inflowing gas in the low-z bin compared to the high-z bin which produces a relatively stronger Si II red wing. From the high-z simulations in [Shen et al., 2013], it is clear that Si II is a much stronger tracer of the inflows compared to outflows by almost an order of magnitude. However, a more rigorous treatment using ionization modeling is required to distinguish between the two scenarios and constrain the physical state of the outflows and inflows.

We follow the same procedure as the one described in section 2.6.1 for estimating the mass of the CGM in these two redshift bins. The key changes in the assumed parameters are: a) the typical value of $R_{\text{vir}}$ and b) the typical value of $R_e$ in these two redshift bins. The other parameters are not expected to change significantly. The virial radius is calculated as the radius within which the normalized density, $\rho/\rho_{\text{cosmic}} > 200$, using the NFW profile for dark matter distribution and standard cosmological parameters ($\Omega_m = 0.3$, $\Omega_{\text{rad}} = 0$, $\Omega_{\Lambda} = 0.7$). Thus, the typical virial radii for the $z1$ and $z2$ redshift bins are 53 and 39 kpc, respectively. Therefore, $R_{\text{CGM}}$ for the two bins are 106 and 78 kpc. The typical half-light radius for the two bins are assumed to be 2 and 1.5 kpc, respectively, following the previous population
study of the GRB hosts at these redshifts [Wainwright et al., 2007, Blanchard et al., 2016]. Hence, the typical $R_0$ for the two bins are taken as 4 and 3 kpc, respectively. With this setup, the masses of various species were calculated in the two redshift bins and are shown in Figures 2.10 and 2.11. The C IV in the CGM was estimated to be $\log(M_{\text{C IV},z1}/M_\odot) = 5.6^{+0.1}_{-0.2}$ and $\log(M_{\text{C IV},z2}/M_\odot) = 5.1^{+0.2}_{-0.1}$. The total CGM masses in the two redshift bins (following the same procedure as described in section 2.6.1) are estimated as $M_{\text{CGM},z1} = 10^{9.2}M_\odot$ and $M_{\text{CGM},z2} = 10^{8.7}M_\odot$.

The C IV mass in the CGM, as shown in Figures 2.10 and 2.11, is higher in the lower redshift bin by almost 0.5 dex. However, it is quite likely due to the combined effect of redshift evolution and the difference in typical stellar mass and star formation rate between the two redshifts. This will be explored in more depth by associating the CGM properties with the host properties in an upcoming paper on this sample.

To convert the C IV mass to carbon mass, we make a conservative assumption for $f_{\text{C IV}}$. Despite the extragalactic ionizing UV background flux evolution (within a factor of 2) between the two redshift bins, $f_{\text{C IV}}$ does not exceed 0.3 for both photo- and collisional ionization models [Oppenheimer and Schaye, 2013]. Hence, we consider the maximal $f_{\text{C IV}}$ as 0.3 for both the redshift bins (same as in section 2.6.1). The $M_{\text{CGM,CIV}}$ is thus estimated using Eqn. 2.8 for both redshift bins and plotted in Fig. 2.12 to compare with the $M_{\text{CGM,CIV}}$ estimates from COS-dwarfs study (at $z \sim 0$). The typical GRB host stellar masses in the redshift bins shown in the figure are median values from the SHOALS (Swift GRB Host Galaxy Legacy Survey) sample which is the largest systematic survey of long GRB hosts [Perley
Figure 2.10: CGM column densities and mass estimates for high- and low-ion species in the redshift group #1 (z ∼ 2 − 2.7).
Figure 2.11: CGM column densities and mass estimates for high- and low-ion species in the redshift group #2 ($z \sim 2.7 - 5.0$).
et al., 2016b]. The stellar mass uncertainties are the bootstrapping $1\sigma$ intervals from the SHOALS survey. As described in 2.6.1, our estimates for $M_{CGM,C}$ are evaluated within 2 virial radii. Hence, for a better picture of redshift evolution, the COS-dwarfs estimates within $\sim 1$ virial radius are shown in green and the estimates within $\sim 2$ virial radii in light green.

From Fig. 2.12, it can be seen that the CGM carbon mass (or by extension, metal mass) increased by only a factor of $\sim 2$ (comparing with the $2R_{\text{vir}}$ estimates) from $z > 2$ to $z \sim 0$ for dwarf galaxies. Despite the fact that $f_{\text{CIV}}$ is assumed to be a conservative upper limit for all of these calculations, it can be clearly observed that most of the metal mass in the CGM of the low-mass galaxies represented by GRB hosts is already in place by $z \sim 2.5$. While the COS-dwarf galaxies are not the descendents of galaxies represented by GRB hosts at $z > 2$, this comparison has significant implications on the distribution of metals throughout the galaxy ecosystem as a function of redshift, as discussed in section 2.7.2.

2.6.3 Comparison with Carbon Mass in the ISM

By comparing the carbon mass in the ISM with that in the CGM, we can infer the level of CGM enrichment for GRB hosts at high redshifts. We estimate the gas phase carbon mass in the ISM of the GRB hosts by assuming a modest gas-phase metallicity of 0.15 solar [Arabsalmani et al., 2018, Davé et al., 2017] with solar-like relative abundance pattern. Here, we assume a metallicity slightly lower than the median value reported in [Arabsalmani et al., 2018] since the UV/optical
absorption- and emission-based metallicity estimates do not account for potentially lower metallicity gas in the ISM. The total ISM gas mass is estimated as \(2 \times M_\star\) based on various molecular and neutral hydrogen measurements and simulations of high redshift main-sequence galaxies, where \(f_{\text{gas}} = \frac{M_{\text{gas}}}{M_\star}\) is reported to be \(\sim 2\) for \(10^9 < M_\star/M_\odot < 10^{10}\) ([Daddi et al., 2010, Carilli and Walter, 2013, Lagos et al., 2014, Davé et al., 2017, Tacconi et al., 2018]). We estimate an uncertainty of roughly \(\pm 0.3\) dex in the product of metallicity and the gas fraction \(f_{\text{gas}}\) to account for the uncertainty associated with the mass-metallicity relation for GRB hosts at \(z > 2\) and the variation of \(f_{\text{gas}}\) with redshift. Note that here we are considering total gas mass of the ISM to estimate the carbon mass in the ISM (and not just the warm phase of the ISM). With these reasonable assumptions, we plot the ISM mass of carbon in Figure 2.12.

The carbon mass in the ISM is higher than the minimum carbon mass in the CGM by a factor of \(\sim 3 - 5\). It should be noted again that the carbon mass in the CGM is a lower limit and considers only the warm phase traced \(\text{C IV}\). In principle, the actual value of total carbon in the CGM can be higher by a factor of as much as \(\sim 2 - 3\) (see section 2.6.1). This observation indicates that the carbon (metal) content of the CGM is \(\sim 20 - 50\%\) of the carbon (metal) content of the ISM, indicating that a significant fraction of metals synthesized in the galaxy are able to escape into the CGM due to the galactic outflows. In [Bordoloi et al., 2014b], this fraction is \(50 - 80\%\) for \(z \sim 0\) galaxies of similar stellar mass. This finding hints towards a modest evolution in the carbon (metal) content, or in other words, a modest enrichment of the CGM over \(\sim 11\) Gyr span.
2.7 Implications

Using a sample of high SNR and medium resolution spectra of GRB afterglows at $z \sim 2 - 6$, we estimated various properties of the CGM for a typical GRB host at these redshifts. The observed blue asymmetry indicates a clear signature of an outflowing component predominantly traced by the high-ions (C IV, Si IV). Using the toy models and observed column density profiles, the typical mass of the host galaxy’s CGM is estimated to be $\sim 10^{9.2-9.8} M_\odot$ ($\S\ 5.2$ and $\S\ 6.1$). In this section, we discuss the implications of our analysis on various important aspects of the CGM.

2.7.1 Outflows and Metal Enrichment

In $\S\ 2.6.2$, the CGM-GRB sample is divided into two redshift bins each spanning 1 Gyr (bin 1: $z \sim 2 - 2.7$, bin 2: $z \sim 2.7 - 5$). Outflows are clearly detected in both

![Figure 2.12: Estimates of the minimum carbon mass in the CGM of the GRB hosts in this sample. The typical minimum carbon mass in the CGM in the two redshift regions described in Figures 2.10 and 2.11 are compared with the $z \sim 0$ dwarf-galaxy CGM from the COS-Dwarfs survey [Bordoloi et al., 2014b]. The COS-dwarfs estimates within one virial radius are shown in dark green, while the estimates within two virial radii are shown in light green for easier comparison with the high-z values also derived within two virial radii.](image-url)
redshift bins as shown in figures 2.10 and 2.11. As described in §2.4.4, the outflows are inferred from the blue asymmetry that is observed in both the high- and low-ion lines, but they are primarily traced by the high-ions (C IV and Si IV). Using the kinematic information from the observations and further clarity from the toy models, we can estimate various aspects of the outflows. From the toy models, the optimal model for explaining the observed kinematics has a typical outflow launch speed of \( \sim 300 \text{ km s}^{-1} \) (at 2 kpc), and \( \sim 25\% \) of the CGM clouds in the model contribute to outflows in excess of the virial motion in the CGM of a typical dark matter halo mass \( M_h \sim 10^{11.2}M_\odot \). With this insight, we estimate the key properties of the outflowing material in this section. We assume an NFW profile for the dark matter distribution with a concentration parameter of 4.5 (derived by forcing \( R_{200} = R_{\text{vir}} \) and defining the mass enclosed within a virial radius as the halo mass).

2.7.1.1 Outflow Mass

The optimal toy model has \( f_{\text{out}} = 0.25 \), i.e. the outflow mass is 25\% the CGM mass within \( R_{\text{CGM}} \). Thus, the estimates for the outflow masses in the two redshift bins are \( M_{\text{out}, z1} \sim 10^{8.6}M_\odot \) and \( M_{\text{out}, z2} \sim 10^{8.1}M_\odot \), where (z1: \( z \sim 2 - 2.7 \) and z2: \( z \sim 2.7 - 5 \)). Assuming a halo mass of \( 10^{11.2}M_\odot \), a radial launch velocity of 250 km s\(^{-1} \) (at 2 kpc) is just high enough for the outflowing gas to escape the CGM (i.e. 2 \( \times R_{\text{vir}} \)).

The fraction of outflowing gas with a radial velocity \( v_{\text{radial}} > 250 \text{ km s}^{-1} \) at launch can be estimated using the velocity distribution of outflowing clouds in the
toy model (see Appendix A.2). The velocity distribution is reasonably assumed to be an isotropic Gaussian with a standard deviation ($\sigma_{v,CGM}$) of 100 km s$^{-1}$ given by the virial velocity of the halo. The radially outward component of the isotropic standard deviation is $100/\sqrt{3}$ ( = 57.7) km s$^{-1}$. For the outflows, an extra radially outward component of $v_{out}$ is added to this distribution at launch, thus centering the Gaussian at $v_{out}$ ( = 300 km s$^{-1}$ at launch for the optimal toy model). From this distribution, the fraction of clouds with a launch velocity $v_{radial} > 250$ km s$^{-1}$ is 80% of the total outflowing gas (for the optimal toy model). Thus, the mass of outflowing gas in the CGM with sufficient initial kinetic energy to escape into the IGM is $M_{esc,z1} \sim 10^{8.5}M_\odot$ and $M_{out,z2} \sim 10^8M_\odot$. It should be noted that the time to traverse $2 \times R_{vir}$ in this dark matter halo is $\sim 0.5$ Gyr.

2.7.1.2 Mass Outflow Rate

We can now evaluate the mass outflow rate in these two redshift bins. The outflow rate out of a spherical shell is given as:

$$\dot{M}_{out} = \bar{m}n(R_{shell}) \times 4\pi R_{shell}^2 \times v_{out}(R_{shell}) \times f_{vol} \times f_{out}$$  

(2.10)

where the average mass per atom or ion is $\bar{m} = 1.15 \ m_H$. We consider $R_{shell} = 4$ kpc (3 kpc) for the redshift bin $z1$ ($z2$) to estimate the outflows coming out of the galaxy disk. Note that we assume 4 kpc (3 kpc) as the boundary of the galaxy disk, $R_0$, in section 2.6.2. Considering $M_{CGM} = 10^{9.2}M_\odot$ ($10^{8.7}M_\odot$), we get $n(R_{shell}) = 0.028$ (0.02) cm$^{-3}$ (following equation 3.1). The outflow launch velocity in the
2-4 kpc range is approximated as $\sim 300$ km s$^{-1}$ from the optimal toy model and the observed kinematics for both redshift bins. Following the optimal toy model, we assume a volume filling fraction $f_{\text{vol}} = 0.1$ and an outflow fraction $f_{\text{out}} = 0.25$. Within this framework, we estimate the mass outflow rates (in the gas phase traced by C IV) as:

$$M_{\text{out}} = 0.27 M_\odot \text{yr}^{-1} \left( \frac{n(R)}{10^{-2} \text{ cm}^{-3}} \right) \left( \frac{R^2}{10 \text{ kpc}^2} \right) \left( \frac{v_{\text{out}}(R)}{300 \text{ kms}^{-1}} \right),$$

(2.11)

where $R$ is the radius of the shell, $R_{\text{shell}}$. Inserting the appropriate values for the two redshift bins, we get $\dot{M}_{\text{out},z1} = 1.2 M_\odot \text{ yr}^{-1}$ and $\dot{M}_{\text{out},z2} = 0.5 M_\odot \text{ yr}^{-1}$. This warm-phase mass outflow rate is comparable to the latest TNG simulation for galaxies with $M_* \sim 10^9$-$10^{10} M_\odot$ at $z = 2$ (area under the curve for warm phase in Fig. 10 of [Nelson et al., 2019]). Note that the gas outflow rate in [Nelson et al., 2019] is measured at 20 kpc, however. In our density profile assumption, $n(R) \propto R^{-2}$ is independent of $R$ and the cloud velocities at 20 kpc reduce to $\sim 70\%$ of their launch velocities for $v_{\text{launch}} = 200 - 300$ km s$^{-1}$. Hence, for comparison, $\dot{M}_{\text{out,20kpc}} \sim 0.7 \dot{M}_{\text{out,launch}}$ in our framework.

As a corollary of the escaping mass ($M_{\text{esc}}$) calculation, we can now estimate the mass escape rate by modifying equation 2.10. For this, we consider the boundary of the CGM as $R_{\text{CGM}} = 2R_{\text{vir}}$. At this radius, a ballistic outflow launched at 2 kpc with a velocity of 250 km s$^{-1}$ decelerates to 50 km s$^{-1}$ (from the NFW dark matter profile). Due to our assumption of mass conserving outflow (i.e. $n(R) \propto R^{-2}$), the
product $n(R) \times R^2$ is invariant. The modified equation for the mass escape rate becomes:

$$\dot{M}_{\text{esc}} = \bar{m}n(R_{\text{esc}}) \times 4\pi R_{\text{esc}}^2 \times v_{\text{out}}(R_{\text{esc}}) \times f_{\text{vol}}f_{\text{out}}f_{\text{esc}}$$

(2.12)

Using 50 km s$^{-1}$ for $v_{\text{out}}(R_{\text{esc}})$ and 80% for $f_{\text{esc}}$ (the fraction of outflowing gas with a launch velocity $> 250$ km s$^{-1}$ from Sec. 7.1.1), we get $\dot{M}_{\text{esc}} \sim 0.14 \times \dot{M}_{\text{out}}$. Thus, the estimates for the mass escape rate into the IGM for the two redshift bins are: $\dot{M}_{\text{esc},z1} = 0.17 M_\odot$ yr$^{-1}$ and $\dot{M}_{\text{esc},z2} = 0.07 M_\odot$ yr$^{-1}$. These estimates are robust within a factor of 2 over $\pm 30$ km s$^{-1}$ variations in the launch velocity ($v_{\text{out}}$) in the optimal toy model.

The calculations described in this section suggest that $\sim 80\%$ ($f_{\text{esc}}$) of the mass ejected from a GRB host galaxy of median halo mass ($M_h \sim 10^{11.2} M_\odot$) escapes to enrich the IGM while only 20% ($f_{\text{retain}}$) stays within the CGM of a typical GRB host in this sample at $z > 2$. Combining this result with the 0.5 Gyr timescale to traverse $2 \times R_{\text{vir}}$, one can say that $\sim 20\%$ ($f_{\text{out}} \times 80\%$) of the total CGM mass of a typical GRB host at $z \sim 2 - 5$ escapes out to the IGM over 0.5 Gyr. Conversely, the CGM mass in warm phase grows by $\sim 5\%$ ($f_{\text{out}} \times 20\%$) every 0.5 Gyr if we assume that the non-escaping gas becomes a part of the virialized CGM. Such a growth rate, if steady, is sufficient to significantly grow the warm-phase CGM over a 5 Gyr period.
2.7.1.3 Mass Loading Factor and Energetics

The mass loading factor is defined as $\eta = \dot{M}_{\text{out}}/SFR$ and serves as an important indicator of the mechanism driving the outflow. We consider a median SFR of $10 \, M_\odot \, \text{yr}^{-1}$ for GRB hosts from [Krühler et al., 2015] at $z > 2$ (typical range $5 - 50 M_\odot \, \text{yr}^{-1}$). The mass loading factors at the launch radii can then be estimated as: $\eta_{z1} = 1.2/10 = 0.12$ and $\eta_{z2} = 0.5/10 = 0.05$. Several simulations calculate the mass loading factors at some intermediate radius such as 20 kpc. The mass loading factors at 20 kpc can be evaluated by using decelerated velocities as (see section 2.7.1.2): $\eta_{z1,20\text{kpc}} = 0.7 \times 0.12 = 0.084$ and $\eta_{z2,20\text{kpc}} = 0.7 \times 0.05 = 0.035$.

While the outflow velocities in comparable mass ranges to our sample are always in the range of $200 - 400 \, \text{km s}^{-1}$, there is at least an order of magnitude variation in the mass-loading factors reported in various observational studies at high redshifts due to the diversity in probes, underlying assumptions, and the phases traced in the outflow. Therefore only an order-of-magnitude comparison can be done.

[Crighton et al., 2014] use a QSO sightline probe at $z = 2.5$ for a $M_\ast \sim 10^{9.1} M_\odot$ galaxy and infer a mass-loading factor of order 1. [Weiner et al., 2009] also infer an $\eta$ of order unity at launch for cold phase outflow (tracer: Mg II) in star-forming galaxies at $z \sim 1.4$ using rest-frame UV spectra of the galaxies. Along similar lines, [Martin et al., 2012] report an $\eta$ of order 1 for Fe II-traced outflows in a redshift range $z \sim 0.4 - 1.4$ for star-forming galaxies over a wide range of stellar mass ($10^{9.5-11.5} M_\odot$). With a similar method, [Rubin et al., 2014] conservatively estimate
a cold gas mass loading factor $\eta_{5\,\text{kpc}} \gtrsim 0.02 - 0.6$ for galaxies with $M_* \gtrsim 10^{9.6} M_\odot$ and SFR $\gtrsim 2 M_\odot \, \text{yr}^{-1}$ in the redshift range $z \sim 0.3 - 1.4$. [Davies et al., 2018] use IFU spectra of star-forming galaxies with $z \sim 2 - 2.6$ and $M_* \sim 10^{9.5-11.5} M_\odot$ to estimate the mass loading factor $\eta \sim 0.05 - 0.5$ at launch. This sampling of the literature shows that overall, for galaxies of comparable mass with our sample, the mass-loading factor estimates range from $0.05 - 5$. It is likely that the higher mass loading in the down-the-barrel observations is due to the line-of-sight effects (down-the-barrel versus random sightlines of GRBs). This highlights the need for a multi-probe approach to trace the outflow process in various phases and for various orientations of a galaxy to capture the full picture of the CGM outflows.

The mass loading factors estimated here are smaller than the estimates from various galaxy evolution and zoom-in simulations by 1-2 orders of magnitude. For example, cosmological zoom simulations such as [Anglés-Alcázar et al., 2014] and [Shen et al., 2012] suggest an $\eta \sim 1$ at $z > 2$ to reproduce the morphological and dynamical properties of galaxies with $M_h \sim 10^{11-12} M_\odot$ at $z \sim 2$. However, it should be noted that these mass-loading factors encompass all the phases, and not just the warm phase traced by C IV or Si IV. The latest TNG simulations appear to resolve this issue by separating the phases in the outflows [Nelson et al., 2019]. The total (all-phase) mass loading factor $\eta_{\text{tot, 20kpc}} \sim 4$ (Fig. 5 in [Nelson et al., 2019]) for a main-sequence galaxy of $M_* \sim 10^{9.3} M_\odot$ at $z = 2$ whereas the loading factor for the warm phase is $\eta_{\text{warm, 20kpc}} \sim 0.15$ (Fig. 10 in [Nelson et al., 2019]). This warm phase mass loading factor is within a factor of 2 of the mass loading factor evaluated here. This also implies that a significant fraction of the outflowing mass is in other phases.
It will be of further interest to carry out such comparisons at higher redshifts to synthesize a complete picture of the impact of outflows on galaxy evolution and vice versa.

It should be noted that here we have assumed a ballistic outflow driven by star formation and no halo drag or outflow acceleration (e.g., by cosmic rays, ram pressure, or radiation pressure) is considered ([Murray et al., 2011, Hayward and Hopkins, 2016, Girichidis et al., 2016]). The comparative effects of the two can be non-trivial and need to be explored in the future. At the same time, the observational mass-loading factors have several uncertainties that need to be considered while comparing them to numerical simulations. The current analysis has been conducted for an ensemble, so only typical values are considered here. We will do this for individual hosts in an upcoming paper by connecting the CGM and galaxy properties. While comparing the outflow characteristics with simulations and other surveys, the ionization fraction, outflow fraction in various phases, and the dynamics of an outflow (various accelerations and drags) need to be treated more carefully. In addition, the relative fraction of the re-accretion of the enriched gas versus its virialization in the CGM needs to be explored in the simulations.

The modest mass outflow rates estimated here can be entirely supernova-driven. The kinetic energy of the outflow can be estimated as $\frac{1}{2} M_{\text{out}} v_{\text{out}}^2 \sim 5.7 \times 10^{40}$ ergs/s. Following the formalism described in [Murray et al., 2005] (see equations 34 and 35), we assume a Salpeter IMF and that $\xi \sim 10\%$ of the supernova energy ($E_{SN} \sim 10^{51}$ ergs) is efficiently thermalized in the ISM and thus, driving the displacement of the gas. With a supernova rate ($f_{SN}$) of $10^{-2}$ per $M_{\odot}$ of star formation,
the energy deposition from supernovae becomes:

\[ \dot{E}_{SN} \sim \xi f_{SN} E_{SN} \times SFR \sim 3 \times 10^{40} \frac{\xi}{0.1} \frac{SFR}{1 M_\odot \text{yr}^{-1}} \text{ergs/s} \]  

(2.13)

Thus, \( SFR \sim 2 \ M_\odot \ \text{yr}^{-1} \) is energetically sufficient to drive the observed warm outflows. While a comparable mass outflow rate may be hidden in other gas phases (not traced by C IV), given the typical \( SFR \sim 10 \ M_\odot \ \text{yr}^{-1} \) for \( z > 2 \) GRB hosts, it is very likely that the outflows are predominantly driven by supernova energy injection.

2.7.2 CGM-Galaxy Co-Evolution

From the standpoint of galaxy evolution, it is interesting to compare the evolution of the CGM with the evolution of the host galaxy. We have combined published data from the literature ([Steidel et al., 2010]; [Borthakur et al., 2013]; COS-Dwarfs: [Bordoloi et al., 2014b]; KODIAQ: [Lehner et al., 2015]; [Burchett et al., 2016]; COS-burst: [Heckman et al., 2017]; [Rudie et al., 2019]) with our new observations to investigate the evolution of C IV mass in the CGM relative to the stellar mass \( \left( \frac{M_{\text{CIV}}}{M_*} \right) \), as a function of redshift. For uniformity, we have only considered C IV column density within respective \( R_{\text{vir}} \) (estimated using \( M_* - M_{\text{halo}} \) relation; [Wechsler and Tinker, 2018]) and converted that into a C IV mass estimate using equation 4 in [Bordoloi et al., 2014b]. The results are summarized in Figure 2.13.

It can be seen that \( \log(M_{\text{CIV}}/M_*) \sim -4.5 \) throughout the evolution of current-day galaxies with \( M_* > 10^{10} M_\odot \). This relatively uniform ratio within \( \pm 0.5 \) dex
Figure 2.13: The evolution of $M_{\text{CIV}}/M_*$ as a function of redshift. The background colored regions (from [Wiklind et al., 2019]) track the history of galaxies with current stellar mass $\log(M_*/M_\odot) = 10.0, 10.5, 11.0$ and $11.2$ (red, green, blue, magenta and purple) using the MEAM (multi-epoch abundance matching) selection method ([Moster et al., 2012]; [Behroozi et al., 2013]). The spread of the selection slices represents the 1σ uncertainty as defined in [Behroozi et al., 2013]. The foreground points show the ratio of C IV mass within $R_{\text{vir}}$ to the stellar mass of the galaxy. The color of a point indicates the ratio, scaled according to the colorbar on the right. For convenience, the log of the ratio is also written next to the points. The ratios have typical error bars of ±0.5 dex due to uncertainties in the hosts stellar masses (thereby, virial radii) and C IV column density.
indicates that typically the CGM co-evolves with the stellar mass of the galaxy all the way from $z \sim 4$ to $z \sim 0$. It is possible to explain this co-evolution with the cosmic star formation history. The star formation builds the stellar mass of the galaxy as well as the warm, ionized CGM traced by C IV. This important aspect of the CGM-galaxy co-evolution needs to be explored further in large-scale galaxy evolution simulations.

Another possible explanation for the co-evolution of warm ionized CGM and the galaxy stellar mass can be the scaling of the virial radius with redshift and galaxy mass. This is especially important since the virial radius is an arbitrary choice to define the CGM. [Chen, 2012] studied the radial distribution of $L_*$ galaxies from $z \sim 2$ to $z \sim 0$ with similar halo mass ($M_h \sim 10^{12} M_\odot$) in that redshift range. An alternative definition of the extent of the CGM was used in this case to reveal that the radial distribution of column density (normalized to the ‘CGM radius’) did not evolve substantially from $z \sim 2$ to $z \sim 0$. So it is very likely that the radial distribution of column density (normalized to the corresponding virial radius) remains fairly constant and the evolution of the CGM mass is observed due to the scaling of virial radius with redshift. From Figure 2.13, it could also be inferred that any major mergers leading to an increased halo and stellar mass grow the CGM metal mass in the same proportion as $M_*$. Further theoretical investigation of the CGM-galaxy co-evolution is necessary to corroborate these growth pathways.

For current-day low-mass galaxies ($M_* < 10^{10} M_\odot$), there is a seemingly larger scatter in the $\log(M_{CIV}/M_*)$ at $z = 0$, going from $-3.7$ to $-5.0$. The COS-Dwarfs sample ([Bordoloi et al., 2014b]; primarily made of star-forming dwarf galaxies) has
a systematically higher ratio suggesting that the CGM of low-mass galaxies could be relatively more enriched in terms of either the metallicity or baryons. On the other hand, the low-mass sample (predominantly star-forming dwarfs) in a blind survey for C IV absorbers in QSO spectra [Burchett et al., 2016] shows a systematically lower ratio. However, one should note that the C IV column densities reported in [Burchett et al., 2016] refer only to high impact parameters (> 0.3\(R_{\text{vir}}\)), which may substantially underestimate the total C IV mass. Therefore, further observations at a range of impact parameters would be required to assess whether the \(M_{\text{CIV}}/M_*\) ratio is indeed higher for these low-mass galaxies.

2.7.3 Existence of Inflows?

The cold (T < 10^4 K) phase is almost exclusively traced by low-ions [Tumlinson et al., 2017]. If the relative proportions of warm (traced by C IV, Si IV) and cold (traced by Fe II, Si II) phases were the same for red and blue wings, we would expect to see a blue asymmetry in the low ions that resembles that of the high ions (\(\sim 0.45\) dex, see Table 2.2), but instead the asymmetry is only \(\sim 0.18\) dex. We interpreted this relatively stronger blue asymmetry in the high ions to be due to the outflows being more enriched in high ions. While this is our favorite explanation, another plausible explanation is the existence of cold inflows which make the red wings of low ions stronger compared to the red wings of high ions, thus leading to a lower ‘blue asymmetry’ in low ions. In this section, we briefly explore this possibility.

Under the aforementioned scenario, the inflow contribution of low ions can be
evaluated as the fraction of red-wing column density of low ions that is leading to
their relatively stronger red wings compared to the high-ions. From Table 2.2, we
can estimate that $N_{\text{Si}II} \sim 10^{13.2} \text{ cm}^{-2}$ and $N_{\text{Fe}II} \sim 10^{13.4} \text{ cm}^{-2}$ are contributed by
the inflows moving at $v \sim 150 \text{ km s}^{-1}$. This column density is consistent with the
feedback simulations in [Shen et al., 2013] at $z \sim 3$.

Since the characteristics of inflows at high-$z$ are not well understood observationally, we rely on existing inflow models to infer a rough estimate of the inflow mass. Assuming a pristine inflow of 0.03 solar metallicity ([Fumagalli et al.,
2011, Glidden et al., 2016]) and an ionization fraction for Si II of $\sim$50% for the cold
phase (see Fig. 5 in [Shen et al., 2013]), we derive $N_{H,\text{inflow}} \sim 10^{19.8} \text{ cm}^{-2}$. We get
a similar estimate with Fe II. However, we note a caveat that, although we have
considered a pristine metallicity of 0.03 solar, it is not clear how the circulation
of metals enrich the inflows by the time they reach the galactic disk. In addition,
the metal-enriched recycling flows also manifest itself as inflowing gas and could
dominate the observational signature due to their high metal content.

Assuming a constant average density in the accretion stream and a typical area
covering fraction of the inflow of $\sim 5\%$ (mostly concentrated along the direction of
rotation of the galaxy; [Fumagalli et al., 2011, Goerdt et al., 2012]), we can estimate
the inflowing mass as:

$$M_{\text{in}} = 10^9 M_\odot \left( \frac{R_{\text{vir}}}{50 \text{kpc}} \right)^2 \left( \frac{N_{H,\text{in}}}{10^{19.8} \text{ cm}^{-2}} \right) \left( \frac{f_{\text{area}}}{0.05} \right) \left( \frac{0.03}{Z/Z_\odot} \right) \quad (2.14)$$

Note that we have considered $R_{\text{vir}}$ as the extent of the inflow instead of $2 \times$
\( R_{\text{vir}} \) since we are assuming a constant average density for the inflow stream. Thus, we get an inflowing mass of \( \sim 10^9 M_\odot \) within \( R_{\text{vir}} \), which amounts to \( \sim 60\% \) of the diffuse warm CGM traced by C IV that we calculated in section 2.6.2. Note that this is a lower limit since we have only considered the high-velocity inflows (\( v_{\text{los}} > 100 \, \text{km s}^{-1} \)). This is an order-of-magnitude estimate owing to uncertainties in metallicity and covering fraction.

The mass accretion flow rate can be approximated by considering the inflow motion as a free fall in the halo. Various theoretical models predict large radial streams for inflows until the inner few percents of the virial radius (eg: [Fumagalli et al., 2011]). Thus, the inflow timescale can be well approximated as free-fall timescale of the halo. From the typical stellar masses of GRBs at \( z > 2 \) we estimated a halo mass of \( 10^{11.2} M_\odot \) (section 2.7.1 and Appendix A.2). The free-fall timescale for such a halo is 500 Myr. This gives an overall inflow rate estimate of \( \dot{M}_{\text{in}} = M_{\text{in}} / t_{\text{ff}} = 2 M_\odot \, \text{yr}^{-1} \).

How can this modest gas inflow rate drive a typical high-z GRB host SFR of the order of \( 10 M_\odot \, \text{yr}^{-1} \)? It should be noted that the rate evaluated above is over a 500 Myr (free-fall) timescale, while the UV-derived star formation rates are fairly instantaneous in comparison (< 100 Myr). GRBs typically take place in a transient (age \( \sim 10 - 100 \) Myr, see [Erb et al., 2006] and [Levesque et al., 2010]) high-SFR phase of its host. Therefore, a lower and steady cold gas accretion may be sufficient to support the typical long-term SFR history of a GRB host galaxy. In addition, large reservoirs of cold gas (from prior accretion) seem to be already present in these low-mass galaxies due to an order of magnitude lower star formation efficiency at
$z > 4$ compared to $z < 3$ owing to the low metallicity [Reddy et al., 2012].

While this is not a direct observational evidence of cold inflows, these calculations provide an order-of-magnitude insight into the inflow rates of the low-mass galaxies at $z > 2$. Constraining the weak inflows will require high-quality spectra over a much larger sample.

2.7.4 Origin of O VI and N V: CGM vs Circumburst?

The cases of O VI and N V in the CGM-GRB sample are interesting because of two key reasons: they trace similar regions in the temperature-density phase space ($T \sim 10^{5.5} \text{ K}, n \sim 10^{-4.5} \text{ cm}^{-3}$ from [Tumlinson et al., 2017]), but their kinematics appear to be distinct from each other. While O VI, like C IV and Si IV, shows a strong blue asymmetry of $\sim 0.6$ dex, there is no such asymmetry in N V. The overall N V kinematics more closely resemble the low-ion kinematics. Despite the small number of sightlines (13) with O VI in the bandpass and often lower SNR in O VI due to lower sensitivity and Lyman-alpha forest, the kinematic differences are significant. It is important to understand the origin of N V and its distinct nature compared to O VI, in order to study the warm-hot CGM phase ($T \sim 10^{5.5}\text{K}$), as well the nature of photo- or collisional-ionized gas harboring N V.

In various low-$z$ CGM surveys using QSO sightlines such as COS-Halos [Werk et al., 2016], N V is rare. In a similar survey at high $z$ (KODIAQ; [Lehner et al., 2014]), N V is more prevalent, but still with a detection rate of only $\sim 50\%$ and with a typical column density $\log(N(\text{N V})/\text{cm}^{-2}) \sim 13.6$ (it is $\sim 14.0$ in the CGM-
GRB sample). On the other hand, O VI is ubiquitous in both high- and low-z surveys. Several sightlines through the Milky Way galactic halo and disk show N V absorption ([Savage et al., 1997, Fox et al., 2015, Karim et al., 2018]), but only $\sim 10\%$ show column densities $N(\text{N V}) \gtrsim 10^{14}$ cm$^{-2}$.

The nature of the excess N V absorption in the GRB spectra is not well understood. Possible explanations for the N V absorption in the GRB spectra include: 1. photoionization of the circumburst medium within $r \sim 10$ pc ([Prochaska et al., 2008c, Fox et al., 2008]), 2. recombination of the promptly ionized nitrogen (all electrons stripped) to N V within 10 pc [Heintz et al., 2018], and 3. N V in the CGM ([Heintz et al., 2018, Fox et al., 2008]). The kinematic similarity of N V absorption with the UV-pumped fine-structure lines (such as C II*, Si II*), which are associated with absorbers within a few hundreds of parsecs from the GRB [Vreeswijk et al., 2013], is considered an indicator for the circumburst origin of N V.

For the GRB spectra presented here, the N V absorption within $\pm 400$ km s$^{-1}$ typically comes from an ensemble of kinematically distinct absorbing components. Therefore, it is difficult to imagine that the absorption is produced solely by the circumburst medium. While most of the absorption components of N V (especially the strongest components) have a counterpart that is kinematically associated with fine-structure transitions (C II*, Si II*, as also seen in [Prochaska et al., 2008b]), there are also weaker components that are not associated with an excited transition within $\pm 30$ km s$^{-1}$ (Fig. A.4–A.30). Therefore, we suggest that the low-$|v|$ N V absorption seen in the GRB spectra comes primarily from the highly ionized / recombining gas associated with the circumburst medium while the weaker absorption
at higher $|v|$ comes primarily from the warm gas associated with the CGM. This would explain the relatively higher N V detection rate and column density along GRB sightlines.

The typical O VI column densities derived in this survey are comparable to the typical O VI column densities in the high-z QSO sightline surveys [Lehner et al., 2014] and the CGM of local star-forming galaxies [Tumlinson et al., 2011]. While O VI absorption could also have a circumburst component since the recombination rates of N V and O VI are similar [Heintz et al., 2018], the kinematics of N V are distinct. In fact, the O VI kinematics resemble the kinematics of C IV and Si IV more than those of N V. This strongly suggests that the ISM and CGM are the dominant contributors to the O VI column density, although a minor contribution from the circumburst medium cannot be ruled out. Detailed photoionization models addressing the circumburst O VI absorption are required to quantitatively ascertain this.

As shown in [Prochaska et al., 2006] and [Chen et al., 2007], C IV and Si IV absorption have no association with the circumburst medium up to several tens of parsecs. The ionizing photon flux from the GRB strips electrons from these species (with ionization potentials of 64.5 and 45.1 eV, respectively) and their recombination timescales are of the order of 1 year for a typical H II region [Chen et al., 2007]. Therefore, the C IV and Si IV lines primarily trace the typical ISM and CGM of the GRB host and not the circumburst medium.

High-resolution rest-frame UV spectra of the afterglows at multiple epochs are required to probe their explosion sites and environments, constrain the ionization
models, and thus understand the origin of peculiar N V absorption in the GRB afterglow spectra.

2.8 Summary and Conclusions

In this paper, we collected a large sample of medium resolution ($\delta v < 50$ km s$^{-1}$) and high SNR (typical $\sim 10$) spectra of 27 GRB afterglows in the redshift range $z \sim 2 - 6$ to systematically probe the kinematics and physical properties of the CGM at high redshifts using the absorption features of high- and low-ion species in the spectra. A simple toy model was constructed to aid this analysis through geometric and kinematic modeling of the CGM and the outflows. We further estimated the CGM mass and mass outflow rates in two different redshift regimes ($z1 : 2 - 2.7$ and $z2 : 2.7 - 5$). Finally, combining the results of past studies and this work, we investigated the CGM-galaxy co-evolution as a function of redshift. The key conclusions of this study are summarized as follows:

1. Detection fractions: By inspecting the median plots of the rest-frame spectra for each species, three clear kinematic regions were identified: central region ($|v| < 100$ km s$^{-1}$), blue wing ($v < -100$ km s$^{-1}$), and red wing ($v > 100$ km s$^{-1}$). The high-ion species (C IV and Si IV) were found to have substantially higher detection fractions in the blue wings compared to the red wings (difference $\sim 30\%$). On the other hand, the low-ion species (Fe II, Si II, Al III) had a marginal excess in detection fraction in the blue wings (difference $\sim 10\%$). This shows that the blue wing component is substantially dominated by the high-ions compared to the red wings (Table 2.1).
We interpret this as an evidence for warm phase \((T \sim 10^{4.5-5.5}\text{K})\) outflows.

2. Kinematic asymmetry: By stacking the spectra of individual absorption lines (Fig. 2.2), a significant absorption excess was observed in the blue wings compared to the red wings, especially for the high-ions (C IV, Si IV). We further quantified this using multi-component Voigt-profile fitting and converting the Voigt profiles to integrated column densities in 100 km s\(^{-1}\) windows (from \(-400 \text{ km s}\(^{-1}\) to +400 km s\(^{-1}\)). The blue-red kinematic asymmetry was stronger in high-ion species compared to the low-ion species by 0.2-0.3 dex in column density (Table 2.2). This key difference was further highlighted in the high- to low-ion line ratios (Fig. 2.5). This is a strong signature of warm outflows in the GRB hosts.

3. Kinematic simulations: To resolve the relative contributions of the CGM and ISM in terms of absorption line kinematics, we modeled a typical GRB host galaxy and the CGM around it using a simple toy model. The results from the toy model showed that the absorption produced by the host ISM is typically found within the central region \((\pm 100 \text{ km s}^{-1}\) in terms of line-of-sight velocity), while the CGM absorption dominates the absorption in the blue and red wings beyond \(\pm 100 \text{ km s}^{-1}\).

An outflow component was further added to the virialized CGM to simulate star-formation driven outflows. We made various simplifying assumptions for the halo mass \((M_h \sim 10^{11.2}\text{M}_\odot)\), the CGM density profile \((r^{-2})\), the CGM/ISM metallicity, and the outflow itself (ballistic, no halo drag). By comparing the predictions of the toy models with the observed column density profiles, we estimated the physical properties of the CGM, including the outflow launch speed (300 km s\(^{-1}\)), the fraction of CGM clouds that are outflowing (25%), and the CGM mass \((\sim 10^{9.8}\text{M}_\odot)\).
4. CGM mass estimates: In § 2.6.1, we used the geometric mean of the integrated column density and a conservative extrapolation to estimate the CGM contribution in the central ± 100 km s\(^{-1}\). From this, we deduced the mass of the warm-phase CGM traced by C IV (\(M_{\text{CGM}} \sim 10^{9.2}M_\odot\)). The CGM mass estimates from the toy models (§ 2.5.2) and column density profiles (§ 2.6.1) are complementary in nature, strengthening a CGM mass estimate of \(\sim 10^{9.2-9.8}M_\odot\). These estimates show that a) the mass contained in the CGM (\(~2 \times R_{\text{vir}}\)) is comparable to the typical stellar mass of GRB hosts at \(z > 2\) (\(M_\star \sim 10^9-10^{10}M_\odot\)) and b) the CGM is already a significant component of the galaxy ecosystem for GRB host galaxies at \(z > 2\).

5. Evolution of the CGM mass: The CGM-GRB sample was divided into two redshift bins each spanning \(~1\) Gyr (\(z_1 : 2-2.7\) and \(z_2 : 2.7-5\)). Their CGM C IV masses were estimated to be \(M_{\text{CIV},z_1} = 10^{5.6}M_\odot\) and \(M_{\text{CIV},z_2} = 10^{5.1}M_\odot\) (Figs. 2.10 and 2.11). A comparison with the COS-Dwarfs survey for similar low-mass galaxies at low redshifts (\(z < 0.3\)) shows that the low-z galaxies are slightly more enriched by a factor of 2 relative to galaxies of similar masses at high \(z\). This shows that the dwarf galaxies had metal-enriched environments as early as \(z \sim 3-5\) and thus, most likely played a major role in the metal enrichment of the universe due to their shallow potential wells.

6. Outflow mass: The optimal toy model indicates that the fraction of outflowing clouds in outflow state is \(f_{\text{out}} = 25\%\) and the outflow launch velocity at 2 kpc is \(v_{\text{launch}} = 300\) km s\(^{-1}\). The (warm) outflow mass in the two redshift ranges was estimated to be \(M_{\text{out},z_1} \sim 10^{8.6}M_\odot\) and \(M_{\text{out},z_2} \sim 10^{8.1}M_\odot\). Assuming no halo drag or outflow acceleration mechanisms, as much as 80% of this outflowing gas has
\( v > v_{\text{esc}} \) at launch. Given a typical halo mass of \( M_h \sim 10^{11.2} M_\odot \), the crossing time for \( 2 \times R_{\text{CGM}} \) is \( \sim 0.5 \) Gyr. This in turn implies that the CGM mass in the warm gas phase grows by \( \sim 5\% \) \((f_{\text{out}} \times 20\%) \) in 0.5 Gyr by retaining the slower outflows in the CGM.

7. Mass loading factor: We further estimated that the warm-phase mass outflow rates at a radius of 20 kpc radius is \( \dot{M}_{\text{out},z1} \sim 0.8 M_\odot \) yr\(^{-1}\) and \( \dot{M}_{\text{out},z2} \sim 0.35 M_\odot \) yr\(^{-1}\). The median SFR of GRB hosts at \( z : 2 - 5 \) is \( \sim 10 M_\odot \) yr\(^{-1}\). Therefore, the warm-phase mass loading factors in the two redshift bins are estimated to be \( \eta_{z,1,20\text{kpc}} = 0.084 \) and \( \eta_{z,2,20\text{kpc}} = 0.035 \). These mass-loading factors suggest that the outflows and thereby, the CGM metal enrichment, for these low-mass galaxies are exclusively driven by star formation. While these mass-loading factors are low, it is important to note that this only includes warm-phase outflows and thus highlights the need for a multi-probe approach to trace the outflows in various phases to produce a complete picture of the CGM outflows.

8. CGM-galaxy co-evolution: We compared the evolution of C IV mass in the CGM with the stellar mass evolution as a function of redshift (Fig. 2.13). We find that \( \log(M_{\text{CIV}}/M_*) \sim -4.5 \) within \( \pm 0.5 \) dex throughout the evolution history of current-day galaxies with \( M_* > 10^{10} M_\odot \). This relatively uniform ratio indicates that the CGM metal mass co-evolves with the stellar mass of the galaxy all the way from \( z \sim 4 \) to \( z \sim 0 \), for the progenitors of local galaxies with \( M_* > 10^{10} M_\odot \). Therefore, the CGM-galaxy co-evolution is an important piece of the galaxy growth puzzle which needs to be explored further in large-scale galaxy simulations.

In this paper, we systematically probed the CGM of high-z, low-mass, star-
forming galaxies for the first time using a GRB host sample. We used typical stellar and dark matter halo masses to derive the CGM masses and outflow rates. However, the GRB host population is quite diverse and spans two order of magnitudes in stellar mass and SFR at $z > 2$. In a future paper, we plan to examine the properties of individual GRB hosts and compare them with the properties of their CGM to help refine the CGM-galaxy connection. Detailed ionization modelling will be a crucial next step to derive better constraints on the physical properties of the CGM.
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### Table 2.3: Fit parameters of the spectra

<table>
<thead>
<tr>
<th>GRB</th>
<th>$z_{GRB}$</th>
<th>line</th>
<th>Component No.</th>
<th>log(N)</th>
<th>$\sigma_{\log(N)}$</th>
<th>b (km s$^{-1}$)</th>
<th>$\sigma_b$</th>
<th>center (km s$^{-1}$)</th>
<th>$\sigma_{\text{center}}$</th>
<th>Flag$^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>000926</td>
<td>2.0385</td>
<td>C IV 1548</td>
<td>1</td>
<td>13.28</td>
<td>0.18</td>
<td>7</td>
<td>4</td>
<td>-368</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>000926</td>
<td>2.0385</td>
<td>C IV 1548</td>
<td>2</td>
<td>14.08</td>
<td>0.05</td>
<td>29</td>
<td>6</td>
<td>-332</td>
<td>19</td>
<td>0</td>
</tr>
<tr>
<td>000926</td>
<td>2.0385</td>
<td>C IV 1548</td>
<td>3</td>
<td>14.07</td>
<td>0.07</td>
<td>29</td>
<td>5</td>
<td>-239</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>000926</td>
<td>2.0385</td>
<td>C IV 1548</td>
<td>4</td>
<td>14.35</td>
<td>0.21</td>
<td>20</td>
<td>5</td>
<td>-181</td>
<td>19</td>
<td>0</td>
</tr>
<tr>
<td>000926</td>
<td>2.0385</td>
<td>C IV 1548</td>
<td>5</td>
<td>14.55</td>
<td>0.21</td>
<td>18</td>
<td>5</td>
<td>-136</td>
<td>19</td>
<td>0</td>
</tr>
</tbody>
</table>

$^a$ A flag of 0 indicates convergent fit, flag of 1 indicates saturated/degenerate fit.

This table is published in its entirety in machine-readable format. Only a small portion is shown here.

### Table 2.4: List of GRBs in the sample

<table>
<thead>
<tr>
<th>GRB</th>
<th>$z_{GRB}$</th>
<th>Instrument</th>
<th>Resolution</th>
<th>Acq.</th>
<th>Mag</th>
<th>SNR</th>
<th>$\log N_H$</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>000926</td>
<td>2.0385</td>
<td>Keck/ESI</td>
<td>20,000</td>
<td>20.5</td>
<td>10</td>
<td>21.3</td>
<td>0.25</td>
<td>[Castro et al., 2003]</td>
</tr>
<tr>
<td>021004</td>
<td>2.3281</td>
<td>UVES</td>
<td>40,000</td>
<td>18.8</td>
<td>6</td>
<td>19.0</td>
<td>0.2</td>
<td>[Fiore et al., 2005]$^b$</td>
</tr>
<tr>
<td>050730</td>
<td>3.9672</td>
<td>UVES</td>
<td>40,000</td>
<td>18.0</td>
<td>10</td>
<td>22.1</td>
<td>0.1</td>
<td>[D’Elia et al., 2007]$^b$</td>
</tr>
<tr>
<td>050820A</td>
<td>2.6137</td>
<td>UVES</td>
<td>45,000</td>
<td>19.5</td>
<td>10</td>
<td>21.55</td>
<td>0.1</td>
<td>[Prochaska et al., 2007]$^b$</td>
</tr>
<tr>
<td>050922C</td>
<td>3.9672</td>
<td>UVES</td>
<td>55,000</td>
<td>16.5</td>
<td>30</td>
<td>16.95</td>
<td>0.03</td>
<td>[Prochaska et al., 2008c]$^b$</td>
</tr>
<tr>
<td>060607A</td>
<td>2.0385</td>
<td>UVES</td>
<td>55,000</td>
<td>18.5</td>
<td>10</td>
<td>22.15</td>
<td>0.05</td>
<td>[Fox et al., 2008]</td>
</tr>
<tr>
<td>071031</td>
<td>2.6912</td>
<td>UVES</td>
<td>55,000</td>
<td>18.0</td>
<td>10</td>
<td>22.15</td>
<td>0.05</td>
<td>[Prochaska et al., 2008c]$^b$</td>
</tr>
<tr>
<td>080310</td>
<td>2.4274</td>
<td>UVES</td>
<td>55,000</td>
<td>19.5</td>
<td>10</td>
<td>21.3</td>
<td>0.1</td>
<td>[Page et al., 2009]</td>
</tr>
<tr>
<td>080810</td>
<td>2.358</td>
<td>UVES</td>
<td>55,000</td>
<td>15.0</td>
<td>30</td>
<td>17.5</td>
<td>0.15</td>
<td>[Prochaska et al., 2008c]$^b$</td>
</tr>
<tr>
<td>090926A</td>
<td>2.106</td>
<td>X-shooter(UVB)</td>
<td>6000</td>
<td>17.9</td>
<td>20</td>
<td>21.73</td>
<td>0.07</td>
<td>[D’Elia et al., 2010]</td>
</tr>
<tr>
<td>10219A</td>
<td>4.665</td>
<td>X-shooter(VIS)</td>
<td>10,000</td>
<td>22.2</td>
<td>4</td>
<td>21.13</td>
<td>0.12</td>
<td>[Thöne et al., 2012]</td>
</tr>
<tr>
<td>111008A</td>
<td>4.989</td>
<td>X-shooter(UVB)</td>
<td>6500</td>
<td>21.0</td>
<td>10</td>
<td>22.3</td>
<td>0.06</td>
<td>[Sparre et al., 2014]</td>
</tr>
<tr>
<td>120327A</td>
<td>2.813</td>
<td>X-shooter(UVB)</td>
<td>6250</td>
<td>18.8</td>
<td>30</td>
<td>22.01</td>
<td>0.09</td>
<td>[D’Elia et al., 2014]</td>
</tr>
<tr>
<td>120815A</td>
<td>2.358</td>
<td>X-shooter(UVB)</td>
<td>6000</td>
<td>18.9</td>
<td>12</td>
<td>21.95</td>
<td>0.1</td>
<td>[Krühler et al., 2013]</td>
</tr>
<tr>
<td>120909A</td>
<td>3.929</td>
<td>X-shooter(UVIS)</td>
<td>10000</td>
<td>21.0</td>
<td>9</td>
<td>21.20</td>
<td>0.10</td>
<td>[Cucchiara et al., 2015]</td>
</tr>
<tr>
<td>121024A</td>
<td>2.298</td>
<td>X-shooter(UVIS)</td>
<td>6000</td>
<td>20.0</td>
<td>15</td>
<td>21.50</td>
<td>0.10</td>
<td>[Fris et al., 2015]</td>
</tr>
<tr>
<td>130408A</td>
<td>3.757</td>
<td>X-shooter(UVIS)</td>
<td>6000</td>
<td>20.0</td>
<td>20</td>
<td>21.70</td>
<td>0.10</td>
<td>[Cucchiara et al., 2015]</td>
</tr>
<tr>
<td>130606A</td>
<td>5.911</td>
<td>X-shooter(VIS)</td>
<td>8000</td>
<td>19.0</td>
<td>10</td>
<td>19.93</td>
<td>0.2</td>
<td>[Hartoog et al., 2015]</td>
</tr>
<tr>
<td>151021A</td>
<td>2.329</td>
<td>X-shooter(NIR)</td>
<td>6500</td>
<td>21.0</td>
<td>6</td>
<td>20.18</td>
<td>0.15</td>
<td>[Wiseman et al., 2017b]</td>
</tr>
<tr>
<td>151027B</td>
<td>4.063</td>
<td>X-shooter(VIS)</td>
<td>6000</td>
<td>20.5</td>
<td>5</td>
<td>20.95</td>
<td>0.2</td>
<td>[Hartoog et al., 2015]</td>
</tr>
<tr>
<td>161023A</td>
<td>2.790</td>
<td>X-shooter(VIS)</td>
<td>6000</td>
<td>18.0</td>
<td>5</td>
<td>22.3</td>
<td>0.2</td>
<td>[Heintz et al., 2018]</td>
</tr>
<tr>
<td>170202A</td>
<td>3.645</td>
<td>X-shooter(VIS)</td>
<td>6300</td>
<td>20.8</td>
<td>8</td>
<td>21.55</td>
<td>0.10</td>
<td>[Schlegel et al., 2018]</td>
</tr>
</tbody>
</table>

$^a$ Typical SNR in the bandpass.

$^b$ Also previously analyzed in [Fox et al., 2008]

$^c$ Ni II* transition has been used in addition to Si II* and C II* for defining the redshift.
Chapter 3: New radio constraints on the obscured star formation rates of massive GRB hosts at redshifts 2 – 3.5

In this chapter, we will explore whether GRB hosts in our sample are likely to be heavily obscured by dust.

3.1 Introduction

Long gamma-ray bursts (GRBs) are bright bursts of gamma-rays followed by extremely luminous multi-wavelength afterglow, from the X-rays to the radio wavelengths. They have been shown to be associated with the collapse of massive stars [Hjorth et al., 2003, Stanek et al., 2003]. GRBs have been observed across the cosmic history, from $z \sim 0.01$ to $z \sim 8.2$ [Tanvir et al., 2009, Salvaterra et al., 2009, Fynbo et al., 2000]. These attributes make them a viable probe for tracing the star-formation history of the universe, especially at $z > 2$ where other probes are scarce.

However, the exact relation between GRB rates and cosmic star formation rate (SFR) is still an unsolved problem [Greiner et al., 2015, Schulze et al., 2015, Perley et al., 2016a, Perley et al., 2016b]. Various observations of $z < 1.5$ GRB hosts have raised questions on whether GRBs can be used as unbiased tracers of star formation.
[Boissier et al., 2013, Perley et al., 2013, Vergani et al., 2015, Schulze et al., 2015, Perley et al., 2016b]. Particularly, GRB hosts at $z < 1$ show a strong bias towards faint, low-mass ($M_* < 10^{10} \, M_\odot$), star-forming galaxies and lower metallicities (below solar metallicity) compared to other star-formation tracers, even after taking into account GRBs with high line-of-sight dust obscuration [Graham and Fruchter, 2013, Perley et al., 2013, Kelly et al., 2014, Vergani et al., 2015, Japelj et al., 2016, Perley et al., 2016b]. However, this bias appears to subside at $z > 2$ [Greiner et al., 2015] since the mean metallicity of typical star-forming galaxies is below solar. A significant amount of star formation at these redshifts is contributed by dusty massive starbursts (submm-bright; see [Casey et al., 2014] for a review). Thus, high-mass, (relatively) metal-rich, dusty galaxies with high star formation rates may form a significant fraction of the GRB host population at $z > 2$ [Perley et al., 2013, Greiner et al., 2016, Perley et al., 2016b]. On the other hand, some previous studies indicate that GRB explosions may have a bias against dusty host galaxies based on the relatively stronger Ly-$\alpha$ emission of the hosts [Fynbo et al., 2003] and the higher incidence of GRBs in the brightest regions in the galaxy compared to core-collapse supernovae [Fruchter et al., 2006]. To understand whether GRBs truly trace star formation at $z > 2$, it is important to measure the total SFR (i.e. dust-obscured + dust-unobscured).

Radio observations provide a probe of recent total star formation rate. In star-forming galaxies, the radio luminosity at frequencies below a few $\times 10$ GHz is dominated by the synchrotron emission from relativistic electrons, previously accelerated by supernova remnants, propagating in the interstellar magnetic field.
[Condon, 1992]. The relativistic electrons probably have lifetimes \( \leq 100 \) Myr, thus this component traces recent (\(< 100\) Myr) star formation.

There are about 100 GRB host observations at radio frequencies down to limits between \(3 - 500\) \(\mu\)Jy (see [Greiner et al., 2016] for details). So far, there have been 19 cm-wave observations of GRB hosts at \(z > 2\), out of which two were detections: GRB 080207A and GRB 090404 [Greiner et al., 2016, Perley et al., 2013, Perley et al., 2015, Perley et al., 2016d]. However, none of these high-z GRBs have high-resolution, high-SNR optical afterglow spectra.

GRBs with high-resolution afterglow spectra can be excellent test cases for examining the biases in GRB host population at high-z since a measure of the host metallicity may be derived from these spectra to help characterize the galaxy population traced by GRBs at \(z > 2\). The availability of a high-resolution rest-frame UV spectrum of the GRB afterglow implies that the rest-frame UV is largely unobscured (\(A_{UV} \lesssim 2 - 3\) mag). The radio observations of these GRB hosts may be used to find out whether this lack of obscuration is simply due to a clear line-of-sight or due to an overall lack of dust obscuration in the host galaxy. Dusty sightlines do not necessarily imply dusty host galaxies. This needs to be tested, especially in light of past cm-wave observations of [Hatsukade et al., 2012] and [Perley et al., 2013], where the deep upper limits on the radio flux from the galaxy hosts of so-called ‘dark GRBs’ (i.e. UV-dark afterglow due to high line-of-sight extinction) imply that the dark GRBs do not always occur in galaxies enshrouded by dust or in galaxies exhibiting extreme star formation rates (few \(\times 100 - 1000\) \(M_\odot\) yr\(^{-1}\)).

New radio-based SFR constraints are particularly needed for massive (\(M_* \gtrsim 10^{10} M_\odot\))
GRB hosts at $z > 2$ since the massive star-forming galaxies at high-$z$ are likely to be significantly dusty [Casey et al., 2014, Shapley, 2011]. One of our objectives is therefore to understand whether massive GRB hosts at $z > 2$ share this characteristic of typical massive star-forming galaxies at $z > 2$.

This pre-selection of $z > 2$ GRB hosts based on high-resolution afterglow spectra is also useful to inform the total SFR of the GRB hosts in the CGM-GRB sample [Gatkine et al., 2019a], particularly for the massive GRB hosts which are likely to have a substantial dust-obscured star formation component. The high-resolution spectra quantitatively trace the kinematics of the circumgalactic and interstellar media of the host. The total star formation (obscured + unobscured) is a major driver of galactic outflows that feed the circumgalactic medium (CGM). Therefore, constraining the total SFR is necessary for studying the CGM-galaxy connection.

In this paper, we report deep, late-time radio observations of four $z > 2$ GRB hosts with existing high-resolution afterglow spectra. The sample includes GRB 080810 which is the highest-redshift GRB host yet ($z = 3.35$) with deep radio observations. These results were obtained using Karl Jansky Very Large Array (VLA) in C-band ($4 - 8$ GHz). Section 3.2 describes the target selection, VLA observations, and analysis. In section 3.3, we derive the constraints on the radio-based SFRs and discuss the obscured fraction of the SFR in each GRB host individually. The implications of these results for dust obscuration in GRB hosts are discussed in Section 3.4 and the key conclusions are summarized in Section 3.5.
Table 3.1: Summary of the VLA observations

<table>
<thead>
<tr>
<th>GRBa</th>
<th>z</th>
<th>R.A.</th>
<th>Dec.</th>
<th>Total $t_{\text{int}}$ (min)</th>
<th>$3\sigma$ Limit (µJy)</th>
<th>Beam size (&quot;')</th>
<th>Flux/bandpass</th>
<th>Complex gain</th>
</tr>
</thead>
<tbody>
<tr>
<td>021004</td>
<td>2.323</td>
<td>00:26:54.68</td>
<td>+18:55:41.6</td>
<td>270.5</td>
<td>3.0</td>
<td>3.7 × 4.5</td>
<td>3C48</td>
<td>J0010+1724</td>
</tr>
<tr>
<td>080310</td>
<td>2.427</td>
<td>14:40:13.80</td>
<td>−00:10:30.7</td>
<td>402</td>
<td>6</td>
<td>3.2 × 4.0</td>
<td>3C286</td>
<td>J1445+0958</td>
</tr>
<tr>
<td>080810</td>
<td>3.35</td>
<td>23:47:10.49</td>
<td>+00:19:11.5</td>
<td>343</td>
<td>3.8</td>
<td>3.7 × 4.9</td>
<td>3C48</td>
<td>J2323-0317</td>
</tr>
<tr>
<td>121024A</td>
<td>2.298</td>
<td>04:41:53.30</td>
<td>−12:17:26.6</td>
<td>123</td>
<td>12</td>
<td>3.9 × 5.6</td>
<td>3C138</td>
<td>J0437-1844</td>
</tr>
</tbody>
</table>

All the observations were performed in the C-band (4 − 8 GHz) in C array configuration of the VLA.

3.2 Sample and observations

3.2.1 Sample Selection

The CGM-GRB sample is a sample of 27 $z > 2$ GRBs with high-resolution (resolving power $R > 6000$) and high signal-to-noise ratio (median SNR $\sim 10$) afterglow spectra [Gatkine et al., 2019a]. None of these GRBs have previously reported late-time radio observations. A subset of these objects is selected by imposing various criteria. Only GRBs that occurred at least six years ago are considered to ensure that the radio flux contribution from the afterglow is minimal [Perley et al., 2015]. From the remaining 17, only GRB hosts with existing $M_\star$ measurements and $M_\star > 10^{9.5} M_\odot$ are selected since their UV-based SFR is expected to be most affected by dust obscuration. This resulted in a set of four GRB hosts: GRB 021004, GRB 080310, GRB 080810, and GRB 121024A. Further, the VLA observations of GRB 080810 reported here (at $z = 3.35$) make it the highest-redshift GRB with a late-time radio observation of the host. Table 3.1 summarizes the sample and its key properties.
3.2.2 VLA Observations

We performed the radio observations using the fully upgraded Karl G. Jansky Very Large array (VLA) using C-band receivers spanning 4 – 8 GHz and with a central frequency of 6 GHz. We used 3-bit samplers to utilize the entire 4096 MHz bandwidth of the C band to maximize the continuum sensitivity. The dual polarization setup was used. The observations were conducted in the C array configuration during the months of December 2018 to January 2019 (program VLA 18B-312, PI: Gatkine). The integration time for each GRB host is listed in Table 3.1 (typical ~ 4.5 hours). A nearby complex gain (amplitude and phase) calibrator was observed every 30 – 40 minutes during any scheduling block and a standard flux calibrator was observed every hour. The 3-σ rms and the synthesized beam size for each source are listed in Table 3.1.

The data reduction was carried out using the Common Astronomy Software Applications package (CASA) version 5.5.0 [Emonts et al., 2019]. The standard CASA pipeline was used to flag and calibrate the observations. Imaging and deconvolution was performed using the tclean function in CASA. Natural weighting was employed while cleaning the measurement sets to maximize the continuum sensitivity. In the case of GRB 121024A, additional flagging was performed to clip the outlier visibilities and channels heavily affected with radio frequency interference. Further, self-calibration was performed to clean the image around a bright source at a separation of 6′, a robust weighting was employed, and a multi-term multi-frequency synthesis (mtmfs, with 2 terms) deconvolver was used to account
for spectral index gradient in the much brighter contaminating source.

The synthesized beam size for C-configuration observations is significantly coarser (beam size $\sim 4''$) than the angular extent of the galaxy (1 kpc translates to $\sim 0.1''$ at $z \sim 2.5$). Therefore, the host galaxies are unresolved and can be treated as point sources here. The $1\sigma$ flux-density level was derived by sampling a blank region spanning $\sim 100 \times$ synthesized beam area around the target.

The maps for GRB 021004 and GRB 080810 have rms sensitivities close to that predicted by the VLA noise calculator. However, GRB 121024A and GRB 080310 had particularly bright sources near the half-power response of the primary beam. At this location in the primary beam, the amplitude response is variable owing to antenna pointing errors, which result in amplitude gain errors in the visibilities that are a function of field position in addition to antenna, frequency, and time. Standard self-calibration does not work well if there are position-dependent errors; antenna pointing errors limited the dynamic range of the maps for GRB 080310 and especially GRB 121024A, and consequently our sensitivity for these objects.
Figure 3.2: Curves showing the radio flux density averaged over 4 – 8 GHz for various star formation rates (M\(_\odot\)/yr) over a redshift range z ≈ 0 – 4 using a spectral index of \(\alpha = 0.7\). The 3\(\sigma\) upper limits of various GRBs are shown with downward triangles. The horizontal dotted lines are drawn to guide the eye.

3.3 Radio- and UV-based SFR

3.3.1 Radio-based SFR

As described in Section 4.1, the radio continuum at frequencies below a few \(\times 10\) GHz traces the total (i.e. dust-obscured + dust-unobscured) star formation activity in the last 100 Myr [Condon, 1992]. The radio-far-IR relation for star-forming galaxies which quantifies the radio-SFR relation is shown to hold true at intermediate and high redshifts [Sargent et al., 2010]. On the other hand, the UV/optical light (including the emission lines) primarily probes the portion of the SFR that is not significantly obscured by dust (i.e. dust-unobscured SFR) even with dust attenuation included in the modeling (see the example of GRB 100621A in [Stanway et al., 2014]). Thus, a significant discrepancy between the UV-based and radio-based
SFR measures would imply the presence of substantial dust obscuration within the galaxy. In the discussion below, we use the following naming system:

$\text{SFR}_{\text{total}}$: Radio-based total SFR

$\text{SFR}_{\text{unobscured}}$: UV-based unobscured SFR (without dust correction),

$\text{SFR}_{\text{obscured}}$: the portion of SFR that is obscured due to the dust ($= \text{SFR}_{\text{total}} - \text{SFR}_{\text{unobscured}}$).

Here, we observe the GRB hosts in C-band ($4 - 8 \text{ GHz}$) at $z \sim 2 - 3.5$, thus we are sensitive to $\nu_{\text{rest}} = 25 \pm 10 \text{ GHz}$. The rest-frame radio luminosity is produced by three mechanisms: non-thermal synchrotron emission ($\epsilon_1$), free-free emission ($\epsilon_2$), and thermal emission from dust ($\epsilon_3$), as shown in [Yun and Carilli, 2002]. The thermal dust component is insignificant ($<1\%$) at the frequencies of interest. The radio-SFR relation for star-forming galaxies [Yun and Carilli, 2002] is thus given by:

$$
S(\nu_{\text{obs}}) = \left( \epsilon_1 + \epsilon_2 + \epsilon_3 \right) \times \frac{(1+z)SFR}{D_L^2}
$$

(3.1)

where,

$$
\epsilon_1 = 25 f_{nth} \nu_0^{-\alpha}
$$

$$
\epsilon_2 = 0.71 \nu_0^{-0.1}
$$

$$
\epsilon_3 = 1.3 \times 10^{-6} \frac{\nu_0^2 [1 - e^{-\nu_0/(20000)^\beta}]}{e^{0.048\nu_0/T_d-1}}.
$$

Here, the symbols $\epsilon_1$, $\epsilon_2$, and $\epsilon_3$ represent the contributions from non-thermal synchrotron, free-free, and dust thermal emission respectively. $D_L$ is luminosity
distance in Mpc, SFR is star formation rate in M\(_\odot\) yr\(^{-1}\), \(\nu_0\) is rest-frame frequency in GHz, \(f_{nth}\) is the scaling factor, \(\alpha\) is the synchrotron spectral index, \(T_d\) is the dust temperature in K, and \(\beta\) is the dust emissivity. For the typical values of \(T_d\) (\(\sim\) 60 K) and \(\beta\) (1.35), the dust emission is insignificant for \(\nu_{\text{rest}} \sim 25\) GHz. hence, we neglect this term. The non-thermal synchrotron emission is the most dominant contributor in the given frequency range. Since we do not have a robust measurement of the actual spectral index for any of our objects, we assume a canonical average value of \(\alpha = -0.7\). Past literature has used values ranging from -0.6 to -0.75 [Hatsukade et al., 2012, Perley et al., 2013, Perley et al., 2015, Stanway et al., 2014, Greiner et al., 2016]. This range of \(\alpha\) affects the radio luminosity by 25%. This equation assumes a Salpeter initial mass function (IMF). Due to various assumptions in the calibration of radio-based SFRs, it is subject to a systematic uncertainty of about a factor of \(\sim\)2 [Yun and Carilli, 2002, Bell, 2003, Murphy et al., 2011].

Figure 3.2 shows the observed flux densities averaged over 4–8 GHz for various star formation rates as a function of redshift and the respective 3\(\sigma\) upper limits of our targets. The UV- and radio-derived SFRs for our four targets are summarized in Table 3.2 along with the stellar masses and ratios of radio-based (total) and UV-based (dust-unobscured) SFRs.

### 3.3.2 Late-time afterglow emission

The GRBs have long-lived radio afterglows. Therefore, any estimates of SFR using the radio emission can only be made after the afterglow has faded considerably
to ensure minimal/no contamination due to the afterglow. We compiled the past early-time radio observations of the afterglows of our target GRBs available in the literature and extrapolated the afterglow decay using a canonical long GRB radio light curve model (forward shock model) with a $t^{-1}$ decay [Chandra and Frail, 2012] as follows:

$$f(t) = \begin{cases} 
F_m t_m^{-1/2} t^{1/2}, & \text{if } t < t_m, \\
F_m t_m^{-1}, & \text{if } t > t_m.
\end{cases}$$  \hspace{1cm} (3.2)

Here, $F_m$ is the peak flux density at a given frequency and $t_m$ is the time of the peak in that frequency. For this extrapolation, we used a conservative approach. We use the latest flux density measurement in C-band (if available) as the peak flux density. If it is not available (e.g., GRB 121024A), we extrapolate the flux density using the standard GRB radio afterglow model described in [Chandra and Frail, 2012]. The typical values of $t_m$ range between rest-frame 3 and 6 days at a rest-frame frequency of $\sim 25$ GHz (which we probe since our targets are at $z \sim 2 - 3.5$). We translate this $t_m$ to the observer frame for each GRB and plot the radio afterglow evolution in Figure 3.3. The three lines show the decay with $t_m = 3, 4.5,$ and 6 days (in the rest frame). No early-time radio observations are available for GRB 080310. The conservative approach used here gives the upper limit of radio flux density due to the afterglow and further shows that the late-time radio fluxes for our observations are dominated by the host galaxy and are not likely to be contaminated by the afterglow.
Figure 3.3: Radio evolution of the afterglows of GRB 021004, GRB 080810, and GRB 121024A, extrapolated using the canonical afterglow evolution model described in Section 3.3.1.

3.3.3 SFR in each GRB host

We summarize the UV-derived and radio-derived SFRs for the four GRBs in the following subsections. Note that the SFR$_{\text{unobscured}}$ signifies the uncorrected, UV-based SFR derived from the rest-frame UV luminosity. Using the VLA observations, we obtain an estimate of the total SFR (SFR$_{\text{total}}$), independent of assumptions on the dust extinction (in the line of sight or otherwise).

We also compare the observed ratio SFR$_{\text{total}}$/SFR$_{\text{unobscured}}$ for our GRB hosts with the same ratio for star-forming galaxies with a similar stellar mass at a redshift range $z \sim 2 - 2.5$, as derived from the CANDELS survey [Whitaker et al., 2017] and summarize this in Figure 3.4.

3.3.3.1 GRB 021004

GRB 021004 is one of the best studied GRBs from the gamma-rays to radio wavelengths. The optical afterglow was detected 3.2 minutes after the prompt high-energy emission and was followed up extensively [Fynbo et al., 2005]. The extremely
blue host galaxy of GRB 021004 was identified and studied through late-time imaging in the rest-frame UV and optical bands. HST ACS imaging in the F606W band revealed that the host galaxy has a very compact core with a half-light radius of only 0.4 kpc (at $z = 2.323$). Based on HST ACS imaging in F606W filter (rest-frame UV), the impact parameter of the afterglow position is only 0.015 $''$, corresponding to a distance of 119 pc, which is one of the smallest for long GRBs [Fynbo et al., 2005, Fruchter et al., 2006, Blanchard et al., 2016]. While this could be a chance projection, it is likely that the GRB progenitor could be associated with a circumnuclear starburst. We note a caveat here that given the typical irregular morphologies of low-mass high-z galaxies, we cannot rule out the small offset being due to the presence of a bright star-forming knot in the rest-frame UV. The line-of-sight extinction $A_V$ is $0.20 \pm 0.02$ mag (using the SMC extinction law) as derived after 1 week of afterglow decay [Fynbo et al., 2005]. The Ly$\alpha$-derived neutral hydrogen column density ($N_{HI}$) along the line of sight is modest ($\sim 10^{19}$ cm$^{-2}$; [Prochaska et al., 2008c]).

[Castro-Tirado et al., 2010] derived the host SFR of $40 \, M_\odot \, yr^{-1}$ (without any dust correction) by attributing all of the H$\alpha$ emission to star formation. Given the small $A_V$, the dust correction was assumed to be minimal from the afterglow SED. On the other hand, [Jakobsson et al., 2005] have estimated a lower limit of SFR as $10.6 \, M_\odot \, yr^{-1}$ by converting the Ly$\alpha$ flux to SFR [Kennicutt, 1998] and assuming a 100% Ly$\alpha$ escape fraction.

We derive a $3\sigma$ upper limit on the C-band flux density of 3.0 $\mu$Jy, corresponding to a radio SFR limit of $85 \, M_\odot \, yr^{-1}$ at $z \sim 2.323$. This result is consistent with the low
Figure 3.4: The SFR – $M_*$ relation decomposed into total (black star), obscured (red circle), and unobscured components (blue triangle) of the star formation rate for the galaxies in the CANDELS survey at $z \sim 2 - 2.5$ [Whitaker et al., 2017]. The gray band corresponds to the typical 0.3 dex width of the observed relation. Individual GRBs in our sample are shown in various colors with their UV-derived SFR (tracing the dust-unobscured SFR) and the radio-derived SFR (tracing the total SFR).

$A_V$ derived from the optical-NIR SED and therefore suggests that the host galaxy as a whole is not significantly affected by dust. This observation identifies a galaxy that is able to sustain a SFR of $\sim 40 \, M_\odot \, yr^{-1}$ at $z \sim 2.3$ without significant dust obscuration. Using the non-extinction-corrected Hα emission, we get $SFR_{\text{unobscured}} = 40 \, M_\odot \, yr^{-1}$, so the ratio $SFR_{\text{total}}/SFR_{\text{unobscured}}$ is $< 2.1$ for this $M_*> 10^{10} M_\odot$ galaxy. In contrast, the corresponding ratio derived for the main sequence of star-forming galaxies at $z \sim 2.5$ from [Whitaker et al., 2017] is $\sim 6$.

Given the small impact parameter of the afterglow (119 pc) from the centroid of the bright star-forming region, the apparent lack of significant dust extinction along the line of sight to the GRB, and in the host galaxy as a whole from the radio observations, is puzzling.
3.3.3.2 GRB 080310

The afterglow of GRB 080310 was detected 1.5 minutes after the prompt high-energy emission and was followed up extensively (see [Littlejohns et al., 2012] for a full discussion). The redshift of this GRB is 2.427 [Prochaska et al., 2008a, Vreeswijk et al., 2008]. [Perley et al., 2008] estimated a low line-of-sight extinction $A_V$ of 0.10 ± 0.05 mag, using an SMC-like extinction law (at an average time of $t_0 + 1750$ s). The line-of-sight $N_{HI}$ is modest ($\sim 10^{18.8}$ cm$^{-2}$).

The late-time host galaxy imaging using the Low Resolution Imaging Spectrometer (LRIS) on the Keck-I telescope yielded a non-detection with a g-band limiting magnitude of 27.0 [Perley et al., 2009]. We estimate a SFR upper limit of 4.5 $M_\odot$ yr$^{-1}$ using the UV luminosity-SFR relation for GRB host galaxies described in [Savaglio et al., 2009]. [Perley et al., 2016b] estimated $\log(M_*/M_\odot) = 9.8 \pm 0.1$ using Spitzer 3.6 $\mu$m imaging. However, we caution the reader of the possibility that the Spitzer 3.6 $\mu$m flux is contaminated by the diffraction spike from a nearby star despite careful modeling and subtraction of the spike [Perley et al., 2016b].

The VLA observations constrain the SFR to less than 180 $M_\odot$ yr$^{-1}$ (3-$\sigma$ upper limit). However, this limit is not sufficiently deep to constrain the dust obscuration in the host galaxy of GRB 080310.

3.3.3.3 GRB 080810

This is the highest-redshift GRB in our sample at $z = 3.35$. The afterglow of GRB 080810 was detected 80 seconds after the prompt emission by the X-ray
telescope (XRT; [Burrows et al., 2005]) and UV-optical telescope (UVOT; [Roming et al., 2005]) on board the Neil Gehrels Swift Observatory [Gehrels et al., 2004]. [Prochaska et al., 2008a] obtained the optical spectra of the afterglow using the Keck HIRES spectrograph starting 37 minutes after the trigger and derived a redshift of 3.35. The $\text{Ly}\alpha$-derived line-of-sight $N_{\text{HI}}$ is small ($\sim 10^{17.5} \text{ cm}^{-2}$). We refer the readers to [Page et al., 2009] for a discussion of the extensive multi-wavelength follow-up of this GRB.

Extensive late-time ground-based photometry and spectroscopy of the host galaxy of GRB 080810 revealed an extended structure with a bright compact region (see [Wiseman et al., 2017a] for more details). Further, a strong detection of redshifted $\text{Ly}\alpha$ emission at a redshift of 3.36 confirmed the association of the GRB and the detected host galaxy [Wiseman et al., 2017a]. They estimate a modest host extinction of $A_V \sim 0.4$ mag. from SED fitting. [Greiner et al., 2015] convert the extinction-corrected UV luminosity to SFR (using the $L_{\text{UV}} - \text{SFR}$ relation in [Duncan et al., 2014] and $A_{1600} \sim 1.3$ mag.) to obtain SFR $\sim 100 \ M_\odot \text{yr}^{-1}$, which is further corroborated by SED fitting [Wiseman et al., 2017a]. The uncorrected SFR is $\sim 30 \ M_\odot \text{yr}^{-1}$. The stellar mass, derived from the Spitzer 3.6 $\mu$m photometry, is $\log(M_*/M_\odot) = 10.2 \pm 0.1$ [Perley et al., 2016c].

Here we report the first ever deep late-time radio observation of a GRB with a spectroscopic redshift $z > 3.1$. We derive a 3-$\sigma$ upper limit on the C-band flux density of 3.8 $\mu$Jy, corresponding to a radio-based SFR upper limit of 235 $M_\odot \text{yr}^{-1}$ at $z \sim 3.35$. The dust-corrected SFR from the UV SED is therefore consistent with the total SFR limit derived from the radio observations. This further implies that
the modest $A_V$ estimated from the UV SED fitting reasonably takes into account the dust correction.

Using the uncorrected UV SFR, we derive a ratio $SFR_{\text{total}}/SFR_{\text{unobscured}} < 7$ for this $M_* > 10^{10} M_\odot$ galaxy. This is consistent with the corresponding ratio derived for the main sequence of star-forming galaxies at $z \sim 2 - 2.5$ from [Whitaker et al., 2017], which gives $SFR_{\text{total}}/SFR_{\text{unobscured}} \sim 6$. Here, we extrapolate the non-evolution of this ratio from $z \sim 2.5$ to $3.3$ for the star-forming galaxies on the main sequence at a given $M_*$, as presented in [Whitaker et al., 2017].

3.3.3.4 GRB 121024A

The afterglow of GRB 121024A was followed up 93 seconds after the prompt emission by the X-ray telescope (XRT; [Burrows et al., 2005]) on board the Neil Gehrels Swift Observatory [Gehrels et al., 2004]. [Tanvir et al., 2012] obtained the optical/NIR spectra of the afterglow using the X-shooter spectrograph on the Very Large Telescope (VLT) and determined a redshift of 2.298. The line-of-sight $N_{HI}$ of $10^{21.5} \text{ cm}^{-2}$ indicates that this is a damped Ly$\alpha$ system. We refer the readers to [Friis et al., 2015] for a detailed summary of the extensive multi-wavelength follow-up of this GRB.

Various emission lines including H$\alpha$, H$\beta$, [O II] $\lambda\lambda$3727, 3729 doublet, [N II] $\lambda$6583, and [O III] $\lambda\lambda$4959, 5007 were detected in the X-shooter NIR spectrum of the afterglow. Extensive optical and NIR photometry of the host galaxy was obtained using VLT/HAWK-I, NOT, and GTC (for details, see [Friis et al., 2015]).
Table 3.2: Summary of GRB host properties

<table>
<thead>
<tr>
<th>GRB</th>
<th>z</th>
<th>log(N_{HI}) (cm$^{-2}$)</th>
<th>M$<em>*$ (M$</em>\odot$)</th>
<th>SFR$<em>{UV}$ (M$</em>\odot$ yr$^{-1}$)</th>
<th>SFR$<em>{Radio}$ (M$</em>\odot$ yr$^{-1}$)</th>
<th>SFR$<em>{total}$/SFR$</em>{UV}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>021004</td>
<td>2.323</td>
<td>19.00 ± 0.2 c e</td>
<td>10.2 ± 0.18 g</td>
<td>40 ± 10</td>
<td>&lt; 85</td>
<td>&lt; 2.1</td>
</tr>
<tr>
<td>080310</td>
<td>2.427</td>
<td>18.80 ± 0.1 d</td>
<td>9.78 ± 0.2 h</td>
<td>&lt; 5</td>
<td>&lt; 180</td>
<td>−</td>
</tr>
<tr>
<td>080810</td>
<td>3.35</td>
<td>17.5 ± 0.15 e</td>
<td>10.24 ± 0.1 h</td>
<td>30 ± 15</td>
<td>&lt; 235</td>
<td>&lt; 7.8</td>
</tr>
<tr>
<td>121024A</td>
<td>2.298</td>
<td>21.5 ± 0.1 f</td>
<td>9.9$^{+0.2}_{-0.3}$</td>
<td>40 ± 4</td>
<td>&lt; 330</td>
<td>&lt; 8.3</td>
</tr>
</tbody>
</table>

$^a$Lyα-derived N_{HI} $^b$3σ upper limit, $^c$[Prochaska et al., 2008c], $^d$[Fox et al., 2008], $^e$[Page et al., 2009], $^f$[Friis et al., 2015], $^g$[Savaglio et al., 2009], $^h$[Perley et al., 2016b]

stellar population synthesis modelling of the host yielded a modest extinction $A_V$ of 0.15 ± 0.15 mag. and $\log(M_*/M_\odot)=9.9^{+0.2}_{-0.3}$.

[Friis et al., 2015] estimate the SFR from the extinction-corrected Hα and [O II] fluxes as 42 ± 11 and 53 ± 15 M$_\odot$ yr$^{-1}$ using conversion factors from [Kennicutt, 1998]. However, note that the extinction correction to the SFR is small ($\sim 15\%$). They further corroborate this SFR by stellar population synthesis modelling.

The 3-$\sigma$ upper limit on the C-band flux density of GRB 121024A is 18 $\mu$Jy. The relatively higher background is due to a bright source at 6′ angular separation. Using the VLA observations, we obtain a 3-$\sigma$ upper limit of the total SFR as 500 M$_\odot$ yr$^{-1}$. However, this limit is not sufficiently deep to constrain the dust obscuration in the host galaxy of GRB 121024A. The limiting SFR$_{total}$/SFR$_{unobscured}$ < 12.5 is consistent with the corresponding expected ratio ($\sim 5$) from [Whitaker et al., 2017] for a star-forming galaxy of this stellar mass on the main sequence at $z \sim 2 – 2.5$.  
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3.4 Discussion

Our observations have targeted massive ($M_\ast > 10^{9.5} M_\odot$) high-z GRBs ($z \sim 2 - 3.5$) with high-resolution and high SNR rest-frame UV afterglow spectra (i.e. a rest-frame UV-bright afterglow). Previous studies have observed the host galaxies of so-called ‘dark’ GRBs (rest-frame UV/optically dark afterglows) in radio [Perley and Perley, 2013, Perley et al., 2015, Greiner et al., 2016]. These observations are summarized in Figure 3.5. However, we caution the readers that in Figure 3.5, the UV-based SFR from the literature are dust-corrected. In the future, a combined sample of the radio observations for the hosts of GRBs with UV-bright afterglows and UV-dark afterglows can help address the question as to whether GRB hosts are biased against the highly dust-obscured starburst population at high redshifts. This question has strong implications for the use of GRBs as SFR tracers at high redshift. Deeper radio limits (comparable to this paper) for the dark GRB hosts will be needed to address this question in the future.

The radio flux limits in our observations are a least 3 times deeper than the previous limits on the SFR at $z > 2$ [Perley et al., 2015], and thus provide tighter constraints on whether GRB hosts at these redshifts are more likely to be dusty starburst galaxies or not. Out of the four GRBs in this sample, we have well-defined upper limits of the $\text{SFR}_{\text{Total}}/\text{SFR}_{\text{UV}}$ for three of them (see Table 3.2). We compare these limits with the observed distribution of the dust-obscuration ratios at high redshifts from the CANDELS survey in [Whitaker et al., 2017] (hereafter W17; see Figure 2 therein; we compare against the inverse of $1 - f_{\text{o}}$).
The upper limits of SFR_{Total}/SFR_{UV} for the host galaxies of GRB 080810 (< 7.8) and 121024A (< 8.3) are consistent with this distribution. We note here that the upper limits are derived using 3-σ radio flux limits. On the other hand, for GRB 021004, the SFR_{Total}/SFR_{UV} \lesssim 2. Only 1% of the W17 sample with the corresponding stellar mass (log(M_*/M_☉) = 10.2 ± 0.2) falls in the SFR_{Total}/SFR_{UV} \lesssim 2 regime. Hence, GRB 021004 is inconsistent with being drawn from the W17 distribution. The ratio for GRB 080310 is unconstrained due to UV non-detection.

Given that 50% of our sample limits are consistent with the results of W17 (using 3-σ limits), 25% of the sample is inconsistent with W17, and 25% is unconstrained, we can only draw a coarse conclusion. The deep radio limits suggest that the overall star formation activity in these GRB hosts is not heavily obscured by dust (i.e. SFR_{Total}/SFR_{UV} < 10, unlike LIRGs; [Bouwens et al., 2009, Howell et al., 2010, Casey et al., 2014]), and possibly slightly less obscured than the star-forming main sequence population at z ∼ 2.5 [Speagle et al., 2014].

Particularly, GRB 021004 provides a striking example of lack of significant dust obscuration in the central region of a star-forming galaxy at z > 2, given that the separation of the GRB from the galaxy centroid is only 119 pc [Fynbo et al., 2005, Fruchter et al., 2006]. The sightline extinction, derived from the afterglow is also small (A_V = 0.2 ± 0.02 mag.). Two possible scenarios can explain these results: a) the GRB occurred in a locally dusty cloud but globally, the host galaxy lacks significant amount of dust. The low sightline extinction would then imply that the burst occurred along a clear sightline within its star-forming cloud. b) the GRB occurred in a star-forming region which has cleared the dust from past star
formation and the overall galaxy also lacks significant amount of dust. The GRB sightline would then be a representative sightline.

The results from our limited sample suggest that the GRBs with UV-bright afterglows (i.e. optically thin sightlines in UV) at $z \sim 2 - 3.5$ are likely to be star-forming galaxies with SFRs moderately higher ($< 5 \times$) than the star-forming main sequence [Speagle et al., 2014], but without significant dust obscuration in their star-forming regions.

However, it is likely that this result only applies to the GRBs with UV-bright afterglows due to our selection criteria. At the same time, the dust extinction along a sightline may not necessarily represent the dust obscuration on a galaxy scale, for optically thin as well as optically thick sightlines (in UV). More radio observations of GRB hosts at $z > 2$ with a depth at least $2 \times \text{SFR}_{UV}$ are necessary to confirm this hypothesis. This is required for GRBs with UV-bright afterglows as well as with UV/optically dark afterglows to rule out any selection bias based on the line-of-sight extinction.

3.5 Summary

If the GRBs are unbiased tracers of star formation at high redshifts ($z > 2$), then we should expect that a large fraction of GRB hosts are highly dust-obscured starbursting galaxies, since these are well known to be major contributors to the cosmic star formation at high redshifts. The goal of our study was to investigate the galaxy-scale dust obscuration in the GRB hosts with optically thin sightlines in the
Figure 3.5: The comparison of the radio-derived SFR (tracing the total SFR) and UV-derived SFR (tracing the dust-unobscured SFR) as a function of redshift for the four GRBs presented here (in the foreground), and GRBs in the literature in the background. P13: [Perley et al., 2013] and one data point (GRB 060814) from [Greiner et al., 2016].

UV. We conducted deep radio observations of a subset of four massive ($M_\odot > 10^{9.5}$) GRB hosts at $z > 2$ for which high signal-to-noise (typical SNR $\sim 10$) and high-resolution ($\Delta v < 50$ km s$^{-1}$) rest-frame UV spectra of the afterglow are available. The selected targets are GRB 021004, GRB 080310, GRB 080810, and GRB 121024A. We measured the total SFR ($=$ obscured + unobscured SFR) of the hosts using VLA C-band observations and compared them against the unobscured component of the SFR, measured from the rest-frame UV luminosity. The depth of the radio observations in this study has allowed us to put tight constraints on the ratio of the total-to-unobscured SFRs ($SFR_{\text{total}}/SFR_{\text{unobscured}}$).

We find that the radio-based star formation rates are in general not substantially higher than those obtained from the optical/UV measurements. Thus, the fraction of total star formation that is obscured by dust ($SFR_{\text{obscured}}/SFR_{\text{total}}$) in
most of the GRB hosts, even at $z > 2$, is less than 90%, unlike LIRGs or dusty starburst galaxies. Particularly, for the well-constrained case of GRB 021004 ($z = 2.323$), we find that the upper limit of the radio-based ‘total SFR’ is less than twice the UV-based ‘unobscured SFR’ of the GRB hosts (thus, $\frac{\text{SFR}_{\text{obscured}}}{\text{SFR}_{\text{total}}} < 50\%$). Our results suggest that the dust obscuration in the star-forming regions of these galaxies is small, and sometimes (e.g. for GRB 021004) even smaller than the dust obscuration seen in typical main-sequence star-forming galaxies at these redshifts. We reiterate that the results obtained here may only apply to GRBs with UV-bright afterglows.

The present upper limits on the radio-based SFRs prevent us from determining where the GRB host population lies with respect to the main sequence of star-forming galaxies at $z > 2$. Deeper radio observations to a depth of $2 \times \text{SFR}_{\text{UV}}$ are required to answer this question. Currently, we are limited by the sensitivity of the radio instrumentation (e.g.: JVLA) to reach these deep limits. They will be achievable with the higher sensitivity of upcoming radio telescope arrays such as ng-VLA and SKA1-MID.
In this chapter, we will explore how the outflows seen in the GRB hosts in Chapter 2 at high redshifts relate to the properties of those GRB hosts.

4.1 Introduction

Galactic inflows and outflows shape the evolution of galaxies as well as enrich the circumgalactic medium (CGM) and intergalactic medium (IGM). The gas inflows fuel star formation while stellar winds, supernova (SN) explosions, and active galactic nuclei inject energy and metal-enriched matter (as well as entrained cold gas) at large distances into the interstellar medium (ISM) and CGM. The recycling flows from the CGM bring back the metal-enriched gas to refuel the star formation [Christensen et al., 2016]. At the same time, removal of cold gas from the ISM can quench the star formation activity. Thus, galactic outflows regulate stellar buildup and are an important piece of the galactic feedback puzzle. AGN-driven outflows are thought to be the dominant feedback in massive galaxies [Veilleux et al., 2005, Fabian, 2012, Heckman and Best, 2014, King and Pounds, 2015, Nelson et al., 2019] whereas SN-driven outflows are thought to be more important in low-mass, star-forming galaxies [Sharma and Nath, 2012].
Supernova-driven outflows at high-redshift are important for the early enrichment of the CGM and IGM [Tumlinson et al., 2017, Veilleux et al., 2020]. The low-mass star forming galaxies are of particular interest in this context since their outflows are most likely to escape their shallower potential wells. The relationship between the outflows and their host galaxies in the early universe holds the key to tune the models of galactic feedback and understand the history of galaxy growth and cosmic metal enrichment.

Observations at high redshift \( (z > 2) \) using various techniques have shown the presence of ubiquitous outflows in star-forming galaxies. The prominent techniques include down-the-barrel absorption-line studies [Frye et al., 2002, Shapley et al., 2003, Sugahara et al., 2017, Du et al., 2018, Rudie et al., 2019], outflows at larger radii using background quasar or galaxy sightlines [Steidel et al., 2010, Lehner et al., 2014, Turner et al., 2014, Rudie et al., 2019], quasar-quasar pairings [Hennawi et al., 2006, Prochaska et al., 2014], observing lensed galaxy spectra [Rigby et al., 2018], spatially-resolved spectroscopy in optical or radio [Harrison et al., 2012, Swinbank et al., 2015, Nielsen et al., 2020, Pizzati et al., 2020], and GRB afterglow sightlines [Fox et al., 2008, Gatkins et al., 2019a]. Galactic as well as cosmological zoom-in simulations provide the framework to understand the outflow mechanisms (for instance, [Hirschmann et al., 2013, Shen et al., 2013, Muratov et al., 2015, Nelson et al., 2019, Mitchell et al., 2020]). The high-\( z \) outflow-galaxy relation and its evolution with redshift has recently been studied in [Sugahara et al., 2017, Sugahara et al., 2019].

However, the outflow-galaxy relation in low-mass galaxies in the early universe
remains poorly understood due to observational challenges. Two key challenges are: determining the redshift of the galaxy (in case of background QSO/galaxy sightlines) and obtaining high quality absorption spectra of these faint galaxies (for down-the-barrel technique). Apart from this, reliably removing the continuum spectrum of the background object can be a challenge.

Use of GRB sightlines to probe the outflows and CGM of its host galaxy offers a promising solution to these problems. In [Gatkine et al., 2019a], we described this method in detail. The main idea here is to use the bright GRB afterglow to probe the kinematics/outflows in the CGM of its host galaxy. GRB hosts at $z > 2$ are typically low-mass galaxies ($\log(M_*/M_\odot) < 10.5$), which makes them ideally suited for exploring the low-mass outflows which are difficult to probe using other techniques. The key advantages include: 1) clear identification of the host-galaxy redshift, 2) high signal-to-noise ratio (SNR) and high-resolution spectra due to the bright GRB afterglow, and 3) the featureless continuum of the GRB afterglow eliminates the problem of continuum subtraction.

In this paper, we use the CGM-GRB sample compiled in [Gatkine et al., 2019a] to explore the correlations between outflow and galaxy properties. The CGM-GRB sample consists of 27 GRBs at $z \sim 2 - 6$ with high SNR (median SNR $\sim 10$) and high-resolution ($\delta v < 50$ km s$^{-1}$) spectra. Multi-component Voigt-profiles were fit to the absorption spectra of various high- and low-ion species (including C IV, Si IV, Si II, Fe II, and O VI). The CGM kinematics of this sample were studied in [Gatkine et al., 2019a]. In this paper, we report the observations of their host galaxies in the optical and near-IR to estimate their star formation rate (SFR) and stellar mass
(M*). These observations and their analyses are described in Section 4.2. We then discuss the techniques used for visualizing and inferring correlations in Section 4.3. The key correlations between outflow properties and galaxy properties such as M*, SFR, specific star formation rate (sSFR = SFR/M*), and halo mass are detailed in Section 4.4. Finally, the implications of our results are discussed in Section 4.5.

Throughout this paper, we use the following model of cosmology: $H_0 = 70$ km s$^{-1}$Mpc$^{-1}$, $\Omega_M = 0.3$, $\Omega_\Lambda = 0.7$.

4.2 Observations and Methods

As described earlier, we measure the galaxy properties in the CGM-GRB sample. The sample is selected strictly on the criterion of availability of a high-resolution ($\delta v < 50$ km s$^{-1}$) and high-SNR (SNR > 5) afterglow spectrum. No cuts are made to the sample based on galaxy properties. The redshift distribution of the sample is shown in the first panel of Fig. 4.2.

4.2.1 Optical Photometry

We performed optical photometry of previously unpublished or unobserved GRB hosts in the CGM-GRB sample. We observed GRB hosts using the 4.3-meter Lowell Discovery Telescope (LDT). We also obtained deep archival imaging of two GRB hosts using the FORS instrument on the Very Large Telescope (VLT) and one each using HST WFC3 (program ID 15644), the Kilo-Degree Survey (KiDS) [Kuijken et al., 2019], and PanSTARSS survey [Flewelling et al., 2016]. We consider
a GRB host as detected if the offset of the potential host and the GRB location is within $1''$. At $z \sim 3$, $1''$ roughly corresponds to 7.5 kpc. From previous HST observations of other GRB host samples at [Bloom et al., 2002, Lyman et al., 2017], more than 90% of the GRBs occur within this offset from their host galaxies. All the GRBs are localized with a $< 0.5''$ precision. The resulting magnitudes are further corrected for Milky Way Galactic extinction using the dust maps of [Schlafly and Finkbeiner, 2011] and the extinction law with $R_V = 3.1$ from [Cardelli et al., 1989]. The photometry results are presented in Table 4.1.

The LDT imaging was performed using the Large Monolithic Imager (LMI, [Massey et al., 2013]). The LMI data was detrended with a custom python-based pipeline\(^1\). Individual fields were astrometrically aligned and co-added using SCAMP and SWARP respectively. The aperture photometry of the co-added images was performed using Sextractor. The magnitudes were calibrated against the SDSS [Alam et al., 2015] and GAIA catalogs [Evans et al., 2018]. Conversion of GAIA magnitudes to Sloan magnitudes was performed using the conversion tables provided in GAIA data release 2 [Brown et al., 2018].

The FORS data was flat-fielded using the ESO pipeline Esoreflex [Freudling et al., 2013] and was further aligned, co-added, and calibrated as described above. PanSTARSS and KiDS surveys provide reduced, stacked, and zero-point calibrated images, which were used to determine the science magnitudes/upper limits. The HST photometry was performed using archived drizzled and calibrated images and the AB magnitude was derived using the provided zero point. A $1''$ aperture was

\(^1\)https://github.com/joedurbak/photometrypipeline
Table 4.1: Summary of new observations

<table>
<thead>
<tr>
<th>GRB&lt;sup&gt;a&lt;/sup&gt;</th>
<th>z&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Tel./Instr.</th>
<th>Filter</th>
<th>AB Mag</th>
</tr>
</thead>
<tbody>
<tr>
<td>000926A</td>
<td>2.0377</td>
<td>Spitzer/IRAC</td>
<td>3.6 µm</td>
<td>25.2 ± 0.15</td>
</tr>
<tr>
<td>021004</td>
<td>2.3281</td>
<td>Spitzer/IRAC</td>
<td>3.6 µm</td>
<td>24.22 ± 0.18</td>
</tr>
<tr>
<td>071031</td>
<td>2.6912</td>
<td>Spitzer/IRAC</td>
<td>3.6 µm</td>
<td>&gt; 25.3</td>
</tr>
<tr>
<td>080310</td>
<td>2.4274</td>
<td>Spitzer/IRAC</td>
<td>3.6 µm</td>
<td>23.74 ± 0.24</td>
</tr>
<tr>
<td>090926A</td>
<td>2.106</td>
<td>Spitzer/IRAC</td>
<td>3.6 µm</td>
<td>22.96 ± 0.05</td>
</tr>
<tr>
<td></td>
<td></td>
<td>VLT/FOR2</td>
<td>R&lt;sub&gt;Special&lt;/sub&gt;</td>
<td>23.9 ± 0.1</td>
</tr>
<tr>
<td>111008A</td>
<td>4.989</td>
<td>Spitzer/IRAC</td>
<td>3.6 µm</td>
<td>24.73 ± 0.3</td>
</tr>
<tr>
<td>120327A</td>
<td>2.813</td>
<td>HST/WFC3</td>
<td>F110W</td>
<td>25.5 ± 0.07</td>
</tr>
<tr>
<td>130606A</td>
<td>5.911</td>
<td>Spitzer/IRAC</td>
<td>3.6 µm</td>
<td>24.91 ± 0.25</td>
</tr>
<tr>
<td>130610A</td>
<td>2.091</td>
<td>DCT/LMI</td>
<td>SL-r</td>
<td>23.46 ± 0.05</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>23.7 ± 0.1</td>
</tr>
<tr>
<td>141028A</td>
<td>2.333</td>
<td>DCT/LMI</td>
<td>SL-r</td>
<td>&gt; 25.1</td>
</tr>
<tr>
<td>141109A</td>
<td>2.993</td>
<td>Spitzer/IRAC</td>
<td>3.6 µm</td>
<td>23.4 ± 0.1</td>
</tr>
<tr>
<td>151021A</td>
<td>2.329</td>
<td>DCT/LMI</td>
<td>SL-i</td>
<td>24.1</td>
</tr>
<tr>
<td>151027B</td>
<td>4.0633</td>
<td>Spitzer/IRAC</td>
<td>3.6 µm</td>
<td>&gt; 22.66</td>
</tr>
<tr>
<td></td>
<td></td>
<td>DCT/LMI</td>
<td>SL-r</td>
<td>&gt; 24.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>24.8 ± 0.4</td>
</tr>
<tr>
<td>160203A</td>
<td>3.518</td>
<td>Spitzer/IRAC</td>
<td>3.6 µm</td>
<td>21.74 ± 0.02</td>
</tr>
<tr>
<td></td>
<td></td>
<td>PanSTARRS</td>
<td>PS1-i</td>
<td>&gt; 22.7</td>
</tr>
<tr>
<td>161023A</td>
<td>2.709</td>
<td>Spitzer/IRAC</td>
<td>3.6 µm</td>
<td>&gt; 25.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>VLT/FOR2</td>
<td>R&lt;sub&gt;Special&lt;/sub&gt;</td>
<td>&gt; 25.7</td>
</tr>
<tr>
<td>170202A</td>
<td>3.645</td>
<td>DCT/LMI</td>
<td>SL-r</td>
<td>&gt; 25.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&gt; 23.4</td>
</tr>
</tbody>
</table>

<sup>a</sup> Spitzer Prog ID 40599, PI : R. Chary. All others are taken from Spitzer Prog ID 13104, PI: D. Perley.

<sup>b</sup> Taken from [Gatkine et al., 2019a]

used for HST images given the diffraction-limited imaging.

4.2.2 Spitzer IRAC Photometry

We obtained deep archival imaging of GRB hosts using Spitzer Infrared Array Camera (IRAC) channel 1 (3.6µm). Out of a total of 27 GRB hosts, we present new Spitzer IRAC photometry of 13 hosts in this paper and 12 were previously published as a part of the SHOALS survey [Perley et al., 2016b]. The remaining two GRBs
Figure 4.1: Contamination-subtracted images of GRB fields from Spitzer-IRAC in 3.6 \( \mu m \) band. Each thumbnail is 8" \( \times \) 8" in size. The central red circle is the 1.8" aperture used to define the source flux and the outer annulus is used to define the background flux. The circle is centered on the best-known position of the GRB or of the detected host galaxy. References for GRB positions: 000926 [Fynbo et al., 2001], 021004 [Henden and Levine, 2002], 071031 [Krühler et al., 2009], 080310 [Littlejohns et al., 2012], 111008A [Bolmer et al., 2018], 130606A [Castro-Tirado et al., 2013], 131027B [Greiner et al., 2018], 141109A [Xu et al., 2014], 151021A [McCauley and Melandri, 2015], 151027B [Greiner et al., 2018], 161023A [de Ugarte Postigo et al., 2018].

remained unobserved by the end of Spitzer mission. The newly presented data have been collected as a part of various previous programs which are summarized in Table 4.1.

By analyzing the new data the same way as [Perley et al., 2016b], we ensure procedural consistency with the previously published data. The reduction and photometry method is described in detail in [Perley et al., 2016b]. Here, we briefly summarize the key points. We acquired the Level-2 PBCD (Post-Basic Calibrated Data) from the Spitzer Legacy Archive. We use the default astrometry provided with the Level-2 products (with an accuracy of 0.3""). Due to the large PSF of Spitzer IRAC (~ 1.8" at 3.6 \( \mu m \)), source confusion and flux contamination from neighboring sources is an important issue. We compare each IRAC image with deep ground-based optical images (as described in Section 4.2.1) to identify the primary
source and any neighboring contaminants. We used the \texttt{galfit} tool [Peng, 2003] over several iterations to model the sources (using the PSF and PRF files provided in \textit{Spitzer} documentation\footnote{https://irsa.ipac.caltech.edu/data/Spitzer/docs/irac/calibrationfiles/psfprf/}) and subtract the neighboring sources which may contaminate the host or sky background regions. The subtracted image is then used for performing aperture photometry.

We implemented the IRAC handbook recommendations for aperture photometry using a custom IDL wrapper around the \texttt{aper} procedure in the Astronomy User’s Library\footnote{https://idlastro.gsfc.nasa.gov/} (see [Perley et al., 2016b] for details). For aperture photometry, we place a 1.8$''$ aperture on the host galaxy location (guided by deep optical imaging) and a sky annulus with an inner radius of 3.6$''$ and outer radius of 6$''$. The source aperture and sky annulus are marked in red and yellow respectively in Fig. 4.1. In the case of optical detection and IR non-detection, we specify a 2-$\sigma$ limit. However, in the case of optical as well as IR non-detection, we evaluate a 3-$\sigma$ upper limit to account for the uncertainty (typically $<1''$) in the GRB host location.

4.2.3 Stellar Mass

We use the \textit{Spitzer} IRAC 3.6$\mu$m photometry to infer the stellar mass of galaxies in our sample. At $z \sim 2 - 6$, \textit{Spitzer} IRAC measures the rest-frame optical light (beyond the Balmer break) from long-lived stars in the host galaxies. Here we follow the methodology used in [Perley et al., 2016b] to derive the stellar masses. SED fitting is a more accurate method to estimate $M_*$ (by breaking the degeneracy
between age and extinction). However, this requires extensive, ultra-deep optical observations of faint GRB hosts in multiple filters, which is resource intensive. Instead, we use *Spitzer* single-band (3.6 µm) photometry, which can still provide a reasonable estimate of stellar mass, particularly for galaxies at $z > 2$.

We calculate the absolute magnitude at $\lambda_{rest} = 3.6\mu m/(1 + z)$ as $M_{AB} = m_{AB,3.6\mu m} - DM + 2.5\log(1+z)$, where DM is distance modulus. In [Perley et al., 2016b], a grid of model galaxy SEDs is constructed for an array of redshifts ($z \sim 0 - 10$) and each decade in $M_*$ ($10^8$ to $10^{11} M_\odot$) by summing [Bruzual and Charlot, 2003] galaxy SED templates (using [Chabrier, 2003] initial mass function). The models also incorporate a modest dust attenuation to validate the single-band stellar mass conversion function against the more accurate SED-fit (optical + *Spitzer* multiband) stellar masses in the MODS [Kajisawa et al., 2009] and UltraVISTA samples [Caputi et al., 2015]. We then evaluate the stellar mass by interpolating on the $M_*$, redshift, and AB magnitude grid (see [Perley et al., 2016b] for more details). While the single-band method suffers from uncertainties associated with various model assumptions such as the IMF, dust extinction ($A_V$), and star formation history, this method is consistent with the masses obtained from SED fitting at the $\sim 0.3$ dex level. Further, by using the same method throughout our sample, we ensure that the correlations derived here are on an equal footing. The $M_*$ of our GRB hosts are summarized in Table 4.2.
Figure 4.2: Properties of the CGM-GRB sample. Panel 1: The redshift distribution of the sample. Panel 2: The SFR vs M$_*$ of the GRB host galaxies in our sample. The lines show the main sequence curves (yellow: $z = 1$, blue: $z = 2$, red: $z = 4$) as described in [Speagle et al., 2014]. Panel 3: The cumulative distribution of the stellar mass in the CGM-GRB sample. The spread shows 95% confidence interval around the value by incorporating any upper limits. The dotted vertical lines show the value of characteristic mass, M$_*$ in the mass function (written as a Schechter function) at the respective redshifts. The horizontal line shows the median (i.e. CDF = 0.5). Panel 4: Same as panel 3, for SFR.

4.2.4 Dust Correction

UV dust extinction of the host galaxy needs to be estimated to convert the absolute magnitudes into intrinsic rest-frame UV luminosity. Following [Greiner et al., 2015], we perform the dust correction using empirical correlations of the spectral index of the UV continuum $\beta$ (where $f_\lambda = \lambda^\beta$), rest-frame absolute UV magnitude at $\lambda_{rest} = 1600$ Å (M$_{UV}$), and the dust extinction at rest-frame 1600Å ($A_{1600}$). Here we assume that GRB hosts at high redshift follow a power law SED ($f_\lambda = \lambda^\beta$) in the UV (redward of Ly$\alpha$) and the same correlations as the extensive high-$z$ (2.5 – 6) star forming galaxy sample of > 4000 galaxies from HST HUDF and CANDELS surveys studied in [Bouwens et al., 2009, ?]. They derive the following empirical relation for star forming galaxies at $\langle z \rangle = 3.8$:

$$\beta = -1.85 - 0.11 (M_{UV} + 19.5) \quad (4.1)$$
The uncertainties on the numerical coefficients here are small ($-1.85 \pm 0.06$ and $-0.11 \pm 0.01$). Then, we iteratively solve for $M_{UV}$ and $\beta$. The typical $\beta$ for the high-z star forming sample in [Bouwens et al., 2009, ?] is $\beta \sim -2$. In equation 4.2, this corresponds to $M_{UV} = -18.1$. Hence, we use $\beta = -2$ for our weaker upper limits (where $M_{UV} > -18.1$). For stronger upper limits (i.e. $M_{UV} < -18.1$, we use the $\beta$ corresponding to the limit. Finally, the $A_{1600}$ is evaluated using the following relation from [Meurer et al., 1999]:

$$A_{1600} = 4.43 \text{ mag} + 1.99\beta$$

(4.2)

This dust-correction method is described in detail in [Greiner et al., 2015].

### 4.2.5 Star formation rate

We use single-band photometry in the rest-frame UV to calculate UV-based SFR. To compute the SFR from dust-corrected UV luminosity ($L_{UV,corr}$), we follow the relations described in [Savaglio et al., 2009] where they simultaneously compare the emission-line and dust-corrected UV luminosities of GRB hosts to derive the conversion factor between dust-corrected UV luminosity and SFR. We use the $A_{1600}$ and $M_{UV}$ values calculated in Section 4.2.4 to compute $L_{UV,corr}$. The SFR is then calculated as follows:

$$\text{SFR}_{1500} = 1.62 \, M_\odot \, \text{yr}^{-1} \times \frac{L_{1500,corr}}{10^{40} \text{ erg s}^{-1} \text{ Å}^{-1}}$$

(4.3)

As a validation step, we compare the $A_{1600}$ evaluated using the $\beta$ method...
with that using the afterglow-derived $A_V$ (assuming an SMC extinction law). The resulting SFRs derived using the two methods are consistent with each other within a factor of two except for GRBs 130408A and 080810 where the afterglow $A_V$ is larger, leading to a higher SFR estimate (for the afterglow $A_V$ method) by a factor of 3. The star formation rates of our GRB hosts are summarized in Table 4.2.

For GRBs 071031, 080804, and 120815, photometric observations are either unavailable or too shallow. In the cases of GRBs 080804 and 120815, we have used $H\alpha$ emission-based SFRs from [Krühler et al., 2011] since they are more robust compared to UV-luminosity. For GRB 071031, we use the Ly$\alpha$-based SFR from [Milvang-Jensen et al., 2012]. While less robust, this measurement is consistent with the upper limit of $3 \, M_\odot$ yr$^{-1}$ from an archival HST WFC3 (F160W filter) observation.

Note however that our sample naturally has low line-of-sight dust extinction compared to the general GRB host population since we only select the afterglows that are bright enough for high-resolution rest-frame UV spectroscopy. While there may be a systematic bias in the dust correction, we have used the same SFR-tracer and analysis procedure for the entire sample (except GRBs 071031, 080804, and 120815), thus minimizing any relative bias. Our sample may contain a small number of heavily dust enshrouded galaxies, for which we may underestimate the SFR. However, we have minimized this possibility by ruling out heavy dust obscuration in 4 massive GRB hosts in our sample (where the probability of heavy dust obscuration is high) by using deep VLA observations [Gatkine et al., 2020] and hence, the typical dust corrections described here can be used for estimating their star formation rates.
These GRBs are marked with asterisk in Table 4.2.

4.3 Sample properties and analysis

4.3.1 Comparison with star formation main sequence

Figure 4.2 shows the distribution of $M_*$, SFR, and $z$ of the CGM-GRB sample. We compare the relative position of our sample with respect to the star forming main sequence at $z = 2$ and 4. The star forming main sequence and its scatter is computed using Equation (28) in [Speagle et al., 2014]. The key characteristics of our sample in terms of galaxy properties are summarized below.

1. We divide the sample in two groups — $z1$: 2-2.7 and $z2$: 2.7-5.9 — which have equal number of objects and roughly equal cosmological timescale (1 and 1.4 Gyrs). We highlight that there is no significant difference in the two groups in terms of SFR distribution. On the other hand, the mass distribution of the high-$z$ group is skewed towards higher masses. However, note that this is not an intrinsic bias in the sample selection since our sample is selected based only on the afterglow properties. Regardless, from Fig. 4.2, we conclude that our sample primarily traces the low-mass end of the galaxy mass function at the respective redshifts (by comparing against the characteristic stellar mass in the Schechter function).

2. While there is a significant spread, the majority of the GRB hosts in our sample are within 0.5 dex (i.e. 3x) of the star formation main sequence at their respective...
Table 4.2: Summary of GRB host properties in the CGM-GRB sample

<table>
<thead>
<tr>
<th>GRB</th>
<th>z</th>
<th>log(N(H))</th>
<th>A_V</th>
<th>M_{3.6}/(1+z)</th>
<th>log(M_{*}/M_{⊙})</th>
<th>M_{UV}</th>
<th>SFR (M_{⊙} yr⁻¹)</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>000926</td>
<td>2.0385</td>
<td>21.3 ± 0.25</td>
<td>0.15</td>
<td>−19.6</td>
<td>9.3±0.3</td>
<td>−19.5</td>
<td>4.0±1.3</td>
<td>[Castro et al., 2003]</td>
</tr>
<tr>
<td>021004</td>
<td>2.3281</td>
<td>19.0 ± 0.2</td>
<td>0.2</td>
<td>−20.9</td>
<td>9.5±0.1</td>
<td>−21.4</td>
<td>11.8±2.3</td>
<td>[Chen et al., 2009]</td>
</tr>
<tr>
<td>050730</td>
<td>3.9672</td>
<td>2.1 ± 0.1</td>
<td>0.12</td>
<td>&gt;−20.5</td>
<td>&lt;9.46c</td>
<td>−1.8</td>
<td>0.8±0.2</td>
<td>[Fiore et al., 2005]</td>
</tr>
<tr>
<td>050820A</td>
<td>2.6137</td>
<td>21.1 ± 0.1</td>
<td>0.08d</td>
<td>−20.42</td>
<td>9.4±0.15d</td>
<td>−19.1</td>
<td>2.4±0.9</td>
<td>[Fynbo et al., 2005]</td>
</tr>
<tr>
<td>050920C</td>
<td>2.1996</td>
<td>21.55 ± 0.1</td>
<td>0.10</td>
<td>−19.6</td>
<td>&lt;9.0d</td>
<td>&gt;−18.3</td>
<td>&lt;1.0</td>
<td>[D’Elia et al., 2007]</td>
</tr>
<tr>
<td>060607A</td>
<td>3.0738</td>
<td>16.95 ± 0.03</td>
<td>0.08</td>
<td>&gt;−20.52</td>
<td>&lt;9.44d</td>
<td>&gt;−17.5</td>
<td>&lt;0.4</td>
<td>[D’Elia et al., 2007]</td>
</tr>
<tr>
<td>071031</td>
<td>2.6912</td>
<td>22.15 ± 0.05</td>
<td>0.14</td>
<td>&gt;−20.1</td>
<td>&lt;9.2</td>
<td>−</td>
<td>1.4±0.3</td>
<td>[Fox et al., 2008]</td>
</tr>
<tr>
<td>080310A</td>
<td>2.4274</td>
<td>18.7 ± 0.1</td>
<td>0.10</td>
<td>−21.3</td>
<td>9.8±0.14d</td>
<td>−19.0</td>
<td>2.4±0.9</td>
<td>[Fox et al., 2008]</td>
</tr>
<tr>
<td>080804</td>
<td>2.205</td>
<td>21.3 ± 0.1</td>
<td>0.17</td>
<td>−20.2</td>
<td>9.3±0.15d</td>
<td>−</td>
<td>15.1±20</td>
<td>[Perley et al., 2009]</td>
</tr>
<tr>
<td>080810</td>
<td>3.351</td>
<td>17.5 ± 0.15</td>
<td>0.40</td>
<td>−22.15</td>
<td>10.24±0.1d</td>
<td>−22.9</td>
<td>17.3±3.6</td>
<td>[Perley et al., 2009]</td>
</tr>
<tr>
<td>090926A</td>
<td>2.106</td>
<td>21.73 ± 0.07</td>
<td>0.04</td>
<td>&lt;−21.9</td>
<td>9.8±0.1</td>
<td>−20.5</td>
<td>11.6±3.7</td>
<td>[Page et al., 2009]</td>
</tr>
<tr>
<td>100219A</td>
<td>4.665</td>
<td>21.13 ± 0.12</td>
<td>0.13</td>
<td>&gt;−20.4</td>
<td>&lt;9.4d</td>
<td>−20.0</td>
<td>6.7±3.2</td>
<td>[Wiseman et al., 2017b]</td>
</tr>
<tr>
<td>110108A</td>
<td>4.989</td>
<td>22.3 ± 0.06</td>
<td>0.12</td>
<td>−20.9</td>
<td>9.5±0.2</td>
<td>−20.5</td>
<td>12.3±2.7</td>
<td>[D’Elia et al., 2014]</td>
</tr>
<tr>
<td>120327A</td>
<td>2.813</td>
<td>22.01 ± 0.09</td>
<td>0.03</td>
<td>&lt;−23.2</td>
<td>10.8±0.1</td>
<td>−21.2</td>
<td>28.1±4.5</td>
<td>[D’Elia et al., 2014]</td>
</tr>
<tr>
<td>120815A</td>
<td>2.358</td>
<td>21.95 ± 0.1</td>
<td>0.19</td>
<td>0±0.04</td>
<td>&gt;−21.2</td>
<td>&lt;9.7d</td>
<td>−</td>
<td>2.3±2</td>
</tr>
<tr>
<td>120909A</td>
<td>3.929</td>
<td>21.20 ± 0.10</td>
<td>0.16</td>
<td>&gt;−20.2</td>
<td>&lt;9.5d</td>
<td>−20.8</td>
<td>17.9±4.6</td>
<td>[Krühler et al., 2015]</td>
</tr>
<tr>
<td>121024A</td>
<td>2.298</td>
<td>21.50 ± 0.10</td>
<td>0.56d</td>
<td>−21.8</td>
<td>10.15±0.155</td>
<td>−21.7</td>
<td>37±20</td>
<td>[Krühler et al., 2015]</td>
</tr>
<tr>
<td>130408A</td>
<td>3.757</td>
<td>21.70 ± 0.10</td>
<td>0.2</td>
<td>−</td>
<td>−</td>
<td>&gt;−21.1</td>
<td>&lt;13.4</td>
<td>[Krühler et al., 2015]</td>
</tr>
<tr>
<td>130606A</td>
<td>5.911</td>
<td>19.93 ± 0.2</td>
<td>0.07</td>
<td>−21.8</td>
<td>10.0±0.2</td>
<td>−19.9</td>
<td>6.3±1.7</td>
<td>[Krühler et al., 2015]</td>
</tr>
<tr>
<td>130610A</td>
<td>2.091</td>
<td>−</td>
<td>0.01</td>
<td>−21.3</td>
<td>9.7±0.05</td>
<td>−20.6</td>
<td>13±4.1</td>
<td>[Smette et al., 2013]</td>
</tr>
<tr>
<td>141028A</td>
<td>2.333</td>
<td>20.60 ± 0.15</td>
<td>0.13</td>
<td>&gt;−20.0</td>
<td>&lt;9.2</td>
<td>−19.2</td>
<td>&lt;2.3</td>
<td>[D’Elia et al., 2014]</td>
</tr>
<tr>
<td>141109A</td>
<td>2.993</td>
<td>22.10 ± 0.10</td>
<td>0.11</td>
<td>−22.1</td>
<td>10.1±0.1</td>
<td>−20.9</td>
<td>19.7±14</td>
<td>[Heintz et al., 2015]</td>
</tr>
<tr>
<td>151021A</td>
<td>2.329</td>
<td>23.2 ± 0.02</td>
<td>0.2</td>
<td>&gt;−19.4</td>
<td>&lt;9.0</td>
<td>−20.3</td>
<td>9.6±3.4</td>
<td>[Heintz et al., 2015]</td>
</tr>
<tr>
<td>151027B</td>
<td>4.0633</td>
<td>20.5 ± 0.2</td>
<td>0.12</td>
<td>−23.45</td>
<td>&lt;10.8</td>
<td>−21.9</td>
<td>58±40</td>
<td>[Heintz et al., 2015]</td>
</tr>
<tr>
<td>160203A</td>
<td>2.4518</td>
<td>21.75 ± 0.10</td>
<td>0.1</td>
<td>−24.2</td>
<td>11.2±0.05</td>
<td>&gt;−22.9</td>
<td>&lt;7.1</td>
<td>[Heintz et al., 2015]</td>
</tr>
<tr>
<td>161023A</td>
<td>2.799</td>
<td>20.96 ± 0.05</td>
<td>0.09</td>
<td>&gt;−19.5</td>
<td>&lt;9.1</td>
<td>−19.6</td>
<td>&lt;3.4</td>
<td>[Heintz et al., 2015]</td>
</tr>
<tr>
<td>170202A</td>
<td>3.645</td>
<td>21.55 ± 0.10</td>
<td>0.12</td>
<td>−</td>
<td>−</td>
<td>&gt;−21.0</td>
<td>&lt;11.5</td>
<td>[Heintz et al., 2015]</td>
</tr>
</tbody>
</table>

M_{3.6}/(1+z): AB mag in rest-frame optical/NIR from Spitzer data; M_{UV}: Absolute magnitude at λ_{rest} = 1600Å

a Neutral hydrogen column densities (in cm⁻²) measured from the damped Ly-α absorption

b Extragalactic dust extinction in magnitude, derived assuming SMC extinction law [Gordon et al., 2003]

c Derived Using host galaxy SED

d From [Perley et al., 2016b]

e 071031: SFR using Lyα [Milvang-Jensen et al., 2012], 080804: SFR using Hα [Krühler et al., 2015], 120815: SFR using Hα [Krühler et al., 2015].

* GRBs with deep VLA observations from [Gatkine et al., 2020]
redshifts (within observational uncertainties). It should also be noted that their spread is skewed downwards of the main sequence function. Thus, our sample traces a moderately sub-main sequence galaxy population at $z \sim 2 - 6$.

4.3.2 Blue-wing column density and outflows

To quantify outflows, we use the multi-component Voigt-profile fits to the high-resolution GRB afterglow absorption spectra (in the rest-frame UV) and the resulting column densities from [Gatkine et al., 2019a]. We then integrate the apparent column density (derived from the fit) bluewards of $-100$ km s$^{-1}$. We define this quantity as blue wing column density ($N_{\text{out}}$), which is a measure of the galactic outflow. This velocity threshold is carefully chosen to minimize any contamination from the line-of-sight absorption in the interstellar medium. A detailed justification for this limit is provided in [Gatkine et al., 2019a] through kinematic and geometric modeling of the ISM + CGM of a representative galaxy in this sample. This is similar to down-the-barrel observations of outflows, albeit with random sightlines and using high-resolution and high signal-to-noise spectra.

We compare the blue wing column density as described above with host galaxy properties ($M_*$ and SFR). In particular, we focus on four species. These include two high ionization potential species (high-ion) – C IV and Si IV and two low ionization potential species (low-ion) – Si II and Fe II. These species are selected for three reasons. 1) Their absorption lines fall within the passbands over a large redshift range at $z > 2$. 2) These lines are not too weak (leading to underestimates) or not
too strong (saturated). In most cases, we do not have saturation in the blue wings.

3) They allow us to compare the differences between the relations of high-ion and low-ion species with host galaxy properties.

4.3.3 Inferring correlations and hypothesis testing

To investigate the presence of correlations between outflow and galaxy properties, we primarily focus on the parameter space of $M_*$, SFR, outflow column density, and maximum outflow velocity. First, we perform Kendall-τ test by using a null hypothesis that the data is consistent with no correlation. The $1 - p$-value from Kendall-τ test gives us the confidence level at which the null hypothesis is rejected (i.e. a smaller p-value implies a stronger correlation). Second, we perform a linear regression to infer the best-fit line for each investigated correlation using Schmitt’s binned regression [Schmitt, 1985]. Note that we include all the upper (and lower) limits in both of these analyses using the astronomy survival analysis code called ASURV [Feigelson and Nelson, 1985, Isobe et al., 1986, Isobe and Feigelson, 1990]. The resulting best-fit and Kendall-τ p-value are shown in the correlation figures.

Due to multiple upper limits in the stellar mass and/or star formation rates in the sample, simply using linear regression does not provide complete information on the underlying correlations and/or their spread. Therefore, we also divide the sample in two equal parts based on the galaxy property under consideration ($M_*$ or SFR) and investigate whether the sample distribution of the outflow property (e.g. $N_{out}$) in the two bins is consistent with being drawn from the same population. Therefore,
for this hypothesis testing, our null hypothesis is that there is no correlation between the galaxy properties and outflow properties. If the null hypothesis is true, the two samples of outflow properties (e.g., column density) split based on galaxy property (e.g., $M_*$ or SFR) are consistent with being drawn from the same population, which would imply an absence of correlation between the given outflow property and the galaxy property.

We plot the cumulative densities of both the samples, which further visually shows the distinction or similarity between the two sample distributions. To accommodate the upper limits in our observations, we calculate the cumulative distribution function (CDF) and its spread are evaluated using a survival analysis method called Kaplan-Meier estimator\(^4\) ([Isobe et al., 1986, Feigelson and Nelson, 1985]). The resulting $p$-values describe the probability of the two samples being drawn from the same distribution (and hence, no correlation). With a stronger correlation, the $p$-value would be smaller. In figures 4.3–4.8, the split in samples is shown with a vertical dotted line. The median of the sample on either side and its 68-percentile spread are shown in large square points for comparison (on X-axis, it is 68-percentile spread in the sample, on Y-axis, it is 68-percentile spread in the inferred median).

\(^4\)We use a python package called lifelines to calculate the CDF and its 1-$\sigma$ spread using Kaplan-Meier method. For a two-sample hypothesis testing, we use the log-rank test in lifelines.
4.4 Outflow correlations

4.4.1 Outflow column density vs galaxy properties

In Figures 4.3 and 4.4, we plot the blue wing column densities of C IV, Si IV, Fe II, and Si II with SFR and $M_*$, respectively. The key findings are summarized in the following subsections.

4.4.1.1 Blue-wing detection fraction

We define the detection fraction as the number of objects with detected blue-wing absorption ($N_{\text{out}}$) divided by the total number of objects in each sample. The detection fractions in the left and right samples in Fig. 4.3 ($N_{\text{out}}$ vs SFR) are: C IV (1 and 0.92), Si IV (0.92 and 1), Fe II (0.62 and 0.71), and Si II (0.66 and 0.77). The relative difference in the left and right samples is insignificant (i.e. contributed by an excess of one non-detection in one of the samples). We find the same result Fig. 4.4 ($N_{\text{out}}$ vs $M_*$). Thus, we conclude that the detection fractions in the outflow do not strongly depend on the galaxy’s stellar mass or star formation rate. However, we note that the blue-wing detection fraction is significantly higher in high-ion species (C IV, Si IV) compared to the low-ion species, hinting at a prevalence of outflows primarily traced by the warm phase ($10^{4.5} - 10^{5.5}$ K, [Tumlinson et al., 2017, Gatkine et al., 2019a]).
4.4.1.2 $N_{\text{out}}$ vs SFR

From visual inspection of $N_{\text{out}}$ vs SFR panels in Fig. 4.3, we note that there is a greater prevalence of high $N_{\text{out}}$ in the high-SFR sample compared to the low-SFR sample. The CDF plots provide a quantitative measure of any such relation. First, we focus on the high-ion species (C IV and Si IV). The low-SFR and high-SFR samples are most distinct (i.e. small $p$-value) in high-ion species. We can reject the hypothesis of absence of correlation (between $N_{\text{out}}$ vs SFR) for C IV and Si IV with 87% and 98% confidence ($1 - p$) respectively. Thus, a higher star formation rate is correlated with a higher column density of C IV and Si IV in the outflows. In addition, we note that the spread of $N_{\text{out}}$ (as evident from the 68-percentile errorbars on the median points) is considerably higher in the high-SFR sample compared to the low-SFR sample (by $\sim 0.3$-0.5 dex). This effect is discussed in more detail in section 4.5.3.

Unlike the case of high-ion species, the $p$-value is high, indicating a weak (for Si II) or no correlation (for Fe II) of low-ion $N_{\text{out}}$ with SFR. The fact that we see a stronger high-ion outflow with star formation but only a weak change in the low-ion species indicates that a higher SFR leads to a stronger warm-gas outflow (traced by C IV, Si IV) but does not significantly affect the cool gas outflow (traced by Si II, Fe II). In other words, a higher SFR selectively enriches the outflow with high-ions (i.e. warm ionized gas).
4.4.1.3 $N_{\text{out}}$ vs $M_*$

From visual inspection of the $N_{\text{out}}$ vs $M_*$ panels in Fig. 4.4, there is a minor rise in $N_{\text{out}}$ of high-ions with stellar mass (better seen in C IV and Si IV), albeit with weak statistical significance (i.e. a high value of Kendall-$\tau$ p-value). More quantitatively, the correlation exists with a confidence level of 80% and 74% in C IV and Si IV respectively. Si IV plot also shows a significantly larger spread in column density at a higher stellar mass. On the other hand, the low-ions do not show any difference between the low-mass and high-mass samples (as evident from the CDF plots and high $p$-values). Thus, the overall column density of the low-ion outflow remains independent of the stellar mass and shows a weak correlation for the column density of high-ion outflow. This finding implies that the prevalence of low-ion traced outflows is largely independent of the stellar mass and for high-ion outflows (particularly Si IV), it is only moderately boosted at high $M_*$. Given the large spread ($\sim 2$ dex) in the column densities at any mass (for both high- and low-ions), it is clear that the relation between outflow column density and stellar mass, if any, is complex with multiple contributing factors such as halo mass, SFR, and ionization state.

4.4.1.4 $N_{\text{out}}$ vs sSFR

We explored the correlations, if any, between outflow column density and specific SFR ($s\text{SFR} = \text{SFR}/M_*$) in Fig. 4.5. We do not see any statistically significant correlation of sSFR with $N_{\text{out}}$. Previous studies at lower redshifts have shown only a
Figure 4.3: Column density in the outflows in GRB hosts traced by high-ion (C IV, Si IV) and low-ion (Fe II, Si II) species vs their SFR. The Kendall-τ $p$-value indicates the strength of correlation ($1 - p$ is the confidence level of the correlation). The vertical dotted line splits the sample into two equal groups around the median SFR. The CDF of each group is shown on the right to compare the distributions of low-SFR and high-SFR parts of the sample. The log-rank-test $p$-value shown in the CDF plot measures the extent to which the distributions are similar and hence consistent with no correlation. The median and 68-percentile spread of the median column density is shown using the blue and orange squares. The best-fit line (including limits in the data) is also shown here. Apart from a weak correlation, there is a significant increase in the spread of column density at high SFR (particularly for the high-ion lines).

Weak or no correlation between outflow column density and sSFR for either low-ion or high-ion outflows. For instance, [Du et al., 2016] see only a weak correlation for C IV-traced outflows at $z \sim 1.25$ while [Bradshaw et al., 2013] see no correlation for Mg II-traced outflows at $z \sim 0.7 - 1.63$. Thus, the lack of $N_{\text{out}} - \text{SFR}$ relations for both high and low ions at $z \sim 2 - 6$ in our data, are consistent with previous results at lower redshifts.
Figure 4.4: Same as Figure 4.3, for the outflow column density vs $M_*$

Figure 4.5: Same as Figure 4.3, for outflow column density vs specific SFR. The objects where both SFR and $M_*$ are not detected are shown in a lighter shade.
4.4.2 Outflow kinematics and galaxy properties

We study the relationship between outflow kinematics and galaxy properties using the maximum velocity of the outflow (i.e. maximum velocity in the blue wing), $V_{\text{max}}$. We define $V_{\text{max}}$ as the velocity of the most blue-shifted absorption component plus the half-power width of that component. The maximal velocity is a key determinant of the outflow energy and mass outflow rate and hence, the enrichment of the CGM (and IGM). Therefore, in this paper, we use $V_{\text{max}}$ as a proxy for outflow kinematics to investigate the effect of galaxy properties.

4.4.2.1 Outflow $V_{\text{max}}$ vs SFR

From Fig. 4.6, a strong correlation is observed between $V_{\text{max}}$ and SFR for high-ion species (2-$\sigma$ for C IV and 3-$\sigma$ for Si IV). The best-fit relations are given by $V_{\text{max}} \propto \text{SFR}^{0.12}$ and $\text{SFR}^{0.29}$ for C IV and Si IV, respectively. This correlation is much tighter than the SFR – column density relation. The smaller variation would mean the velocity gain due to higher SFR is mostly independent of the sightline being probed. By combining this with previous results from Section 4.4.1.2, it can be said that star formation uniformly drives up the high-ion outflow velocity, but also imparts a large variance in the overall amount of outflowing material (column density) that is being driven. We discuss this aspect in more detail in Section 4.5.3.

On the other hand, for low-ion species, the correlation is weaker (39% and 93% confidence for Fe II and Si II respectively), primarily due to a larger spread in the $V_{\text{max}}$ compared to high-ion species (which can be easily seen by comparing their
CDF plots). This shows a larger variance in the kinematics of cool-phase outflows traced by low-ion species relative to the warm-phase outflows traced by high-ion species.

In addition, Fig. 4.6 also shows that the high-redshift and the low-redshift populations (groups $z_1$ and $z_2$) follow the same trend for $V_{\text{max}}$ -- SFR correlation. We do not observe any significant evolution in the relation of outflow kinematics and SFR. This further corroborates a previous result from [Gatkine et al., 2019a] which shows no evolution in the CGM kinematics in the same two redshift bins.

4.4.2.2 Outflow $V_{\text{max}}$ vs $M_*$

This relation is summarized in Fig. 4.7. We observe a weak correlation in C IV (84% confidence or $\sim 1.5\sigma$) and a slightly stronger correlation in Si IV (98% confidence or $\sim 2.5\sigma$). We note a larger spread in the low-$M_*$ group, as evident from the errorbars around the low-$M_*$ in Fig. 4.7 (top panels). This spread can be directly explained by the larger spread of SFR in the low-$M_*$ group compared to the high-$M_*$ group in Fig. 4.2 (see panel 2). It is the variance in SFR that is directly causing the spread in the $V_{\text{max}}$ -- $M_*$ plot for high ions. By combining this with the result from Section 4.4.1.3, we can deduce that the stellar mass by itself does not significantly affect the kinematics or column density of the high-ion outflows, but is almost entirely driven by the SFR instead.

For low-ion species, we do not see any correlation between $V_{\text{max}}$ and $M_*$. We observe a large spread in both high-mass and low-mass groups. Overall, our high-$z$
results for cool low-ion outflows show a different picture compared to the results in low-z studies. For instance, [Rubin et al., 2014] find a 3.5-σ correlation between $V_{\text{max}}$ and $M_*$ and no correlation with current SFR. In contrast, for our sample at $z > 2$, we find a weak correlation ($\sim 2\sigma$ for Si II) with SFR and no correlation with the stellar mass.

### 4.4.2.3 Outflow kinematics vs Halo mass

The halo mass is an important factor in determining whether the outflow will eventually escape and enrich the intergalactic medium or it will virialize and enrich the CGM. Therefore, it is important to understand how the outflow velocity compares with the characteristic velocity of the halo. To study how the outflow kinematics relate to the halo mass, we define a normalized velocity, $V_{\text{norm}} = V_{\text{max}} / V_{\text{circ,halo}}$, where $V_{\text{circ,halo}}$ is the halo circular velocity. The $V_{\text{circ,halo}}$ is calculated using the following equations from [Mo and White, 2002]:

$$V_{\text{circ,halo}} = \left( \frac{GM_{\text{halo}}}{r_{\text{halo}}} \right)^{1/2}$$

(4.4)

$$r_{\text{halo}} = \left( \frac{GM_{\text{halo}}}{100\Omega_m H_0^2} \right)^{1/3} (1 + z)^{-1}$$

(4.5)

Here, $M_{\text{halo}}$ is calculated using the redshift-dependent stellar-to-halo mass ratio from [Wechsler and Tinker, 2018].

The $V_{\text{norm}} - M_{\text{halo}}$ relation is summarized in Fig. 4.8. We observe a clear inverse correlation in both high-ion and low-ion outflows. The inverse correlation is
slightly stronger in high-ions (confidence: 99.7% in C IV, 99.9% in Si IV) compared to low-ions (confidence: 86.4% in Fe II, 99.2% in Si II). We note that most of the low-redshift points appear in the low-M\textsubscript{halo} group while the high-redshift points appear in the high-M\textsubscript{halo} group. This is because the stellar-to-halo mass ratio is larger at higher redshifts. Also, V\textsubscript{circ} scales as M\textsubscript{halo}^{1/3}, thus lowering the value of V\textsubscript{norm} for the high-redshift objects.

The key takeaway from the V\textsubscript{norm} − M\textsubscript{halo} relation is that the outflows in low-mass halos have a greater probability of reaching and/or escaping the outer CGM and enriching the intergalactic medium. Assuming that V\textsubscript{max} reflects the gas motion at the largest radii of the outflows, as interpreted in [Martin and Bouché, 2009] (with or without acceleration at larger radii), we can infer that outflows with V\textsubscript{max} > 2 \times V\textsubscript{circ} (i.e. log(V\textsubscript{norm}) > 0.3) are most likely to escape the CGM and enrich the intergalactic medium at high redshifts.

4.4.2.4 Outflow V\textsubscript{max} vs sSFR

We summarize the results of V\textsubscript{max} vs sSFR correlation in Fig. 4.9. We do not find any statistically significant correlation of sSFR with V\textsubscript{max}. A weak, 1-\sigma correlation appears to be present for V\textsubscript{max} vs sSFR for low-ion outflows, albeit with large scatter.

Correlations between outflow kinematics and sSFR have been seen in past observations. For instance, [Heckman et al., 2015, Heckman and Borthakur, 2016] report a strong (> 2 \sigma) correlation between outflow velocity of warm ionized gas and...
sSFR over 2.5 orders of magnitude in sSFR for starburst galaxies at \( z < 0.2 \). [Bradshaw et al., 2013] suggest a \( V_{\text{max}} - \text{sSFR} \) correlation at \( z \sim 0.7 - 1.63 \), but shallower compared to \( z \sim 0 \) correlation. [Sugahara et al., 2017] also report \( V_{\text{max}} - \text{sSFR} \) correlations at \( z \sim 0 - 1 \), albeit with a significant variation with redshift and over only one order of magnitude in sSFR. For comparison, we explore this correlation over almost 2 orders of magnitude in sSFR and do not find any statistically significant correlation.

This lack of correlation maybe due to a number of reasons: 1) an intrinsic weakening of the correlation at high redshifts, 2) presence of a large scatter in the correlation, thus requiring observations over a larger range in sSFR to see the correlation, and 3) the upper and lower limits in sSFR may mask the underlying correlation. In all the three cases, deeper observations of the host galaxy are needed to better constrain the sSFR and thereby, its relation with the outflow properties.

### 4.4.3 Outflow \( V_{\text{norm}} \) vs specific SFR

Following the strong \( V_{\text{norm}} - M_{\text{halo}} \) relation observed in Section 4.4.2.4, we set out to explore whether \( V_{\text{norm}} \) (which is a gauge of whether the outflow can escape) is impacted by the sSFR. These results are summarized in Fig. 4.10. We clearly observe a strong correlation between \( V_{\text{norm}} \) and sSFR for both high- and low-ions (except Fe II).

Our results are analogous to those found in [Heckman and Borthakur, 2016] for extreme starbursts at \( z \sim 0 - 0.7 \) using Si II line. They find that \( V_{\text{norm}} \propto \text{sSFR}^{0.25} \).
with a > 3-σ confidence. Our scaling relations are consistent with this slope ($V_{\text{norm}} \propto \text{sSFR}^{0.26}$, $\text{sSFR}^{0.24}$, $\text{sSFR}^{0.26}$, and $\text{sSFR}^{0.39}$ for C IV, Si IV, and Si II, with 3-σ, 3.7-σ, and 2.6-σ confidence, respectively).

We note that $V_{\text{norm}}$ is larger in [Heckman and Borthakur, 2016]. This is because they study extreme starburst galaxies with typical SFRs that are higher by at least an order of magnitude compared to our sample. This leads to a 2–3x boost in outflow velocities. Regardless, the correlation is fairly robust in the sSFR range: $\log(\text{sSFR}) \sim -10$ to $-7.5$, similar to our range of interest. Given the strong agreement between the slopes obtained from the low-redshift results [Heckman and Borthakur, 2016] and our high-redshift results, we argue that the $V_{\text{norm}}$–sSFR proportionality may be a redshift-independent fundamental property of star-forming galaxies. This should be investigated further using low- and intermediate-redshift analogs of high-$z$ star-forming galaxies.

This is the first such evidence of $V_{\text{norm}}$–sSFR correlation at $z > 2$. The combined $V_{\text{norm}}$–sSFR and $V_{\text{norm}}$–$M_{\text{halo}}$ relations (Section 4.4.2.4) imply that the outflows from the low-mass halos and high-sSFR galaxies have the highest probability of escaping the halo and transferring matter to the intergalactic medium, and thus enriching it with metals.

4.4.4 Relation of O VI absorption with galaxy properties

O VI traces the warm-hot medium ($10^5 – 10^6$ K). It is likely that O VI absorption traces a different phase compared to the gas traced by C IV and Si IV.
Figure 4.6: Same as Figure 4.3, for the maximum outflow velocity, $V_{\text{max}}$ vs SFR. The horizontal dashed line in the panels shows the 100 km s$^{-1}$ level, which we treat as the threshold for outflow.

Figure 4.7: Same as Figure 4.3, for the maximum outflow velocity, $V_{\text{max}}$ vs $M_\ast$. The horizontal dashed line in the panels shows the 100 km s$^{-1}$ level, which we treat as the threshold for outflow.
Here we look at the same relations studied above with O VI. Due to the location of O VI doublet ($\lambda_{\text{rest}} = 1031.9$ and 1037.6 Å), fewer afterglow spectra in our sample cover the O VI band. Therefore, we caution that the relations observed for O VI are based on a smaller sample than other lines. Regardless, O VI correlations can provide useful insights into the warm-hot phase of the CGM.

From Fig. 4.11, it is clear that both the outflow column density and $V_{\max}$ correlate with the stellar mass. The outflow column density is also correlated to the SFR, albeit less so than with the stellar mass. The O VI correlations appear to follow the correlations of high-ion species (C IV, Si IV) described earlier. With a caution of limited sample size, the data indicates that star formation activity also drives outflows in the OVI-traced phase (warm-hot phase) at $z \sim 2 - 6$. 

Figure 4.8: Same as Figure 4.3, for the normalized velocity, $V_{\max}/V_{\text{circ, halo}}$ vs $M_{\text{halo}}$. 

Figure 4.11: Log-log plot showing the correlation between the outflow column density and the stellar mass. The data indicates a positive correlation, with a slope of approximately 0.5.
Figure 4.9: Same as Figure 4.5, for the the scaling relations of the maximum outflow velocity ($V_{\text{max}}$) with specific SFR ($= \text{SFR} / M_*$). The horizontal dashed line in the panels shows the 100 km s$^{-1}$ level, which we treat as the threshold for outflow.

Figure 4.10: Same as Figure 4.5, for the the scaling relations of normalized maximum velocity ($V_{\text{max}}/V_{\text{circ, halo}}$) with specific SFR ($= \text{SFR} / M_*$).

Figure 4.11: Same as Figure 4.3, for the correlations of the O VI-traced outflow with galaxy properties.
4.5 Discussion

4.5.1 SFR-driven outflow

The strong correlation of the blue-wing column density and maximum outflow velocity with SFR, as seen in Figs. 4.3 and 4.6 suggests that the outflow is driven by star formation activity. If we consider Si IV as the outflow tracer, the best-fit lines suggest $N_{\text{SiIV}} \propto \text{SFR}^{0.25}$ and $V_{\text{max, SiIV}} \propto \text{SFR}^{0.29}$. Our $V_{\text{max}}$ slope is in close agreement with the slope derived in [Sugahara et al., 2017] for $z \sim 2$ star-forming galaxies ($= 0.25$).

Similarly, the (weak) trends of high-ion column density and $V_{\text{max}}$ with $M_*$ are consistent with previous observations of C IV-traced outflows from [Du et al., 2018] at $z \sim 1 - 1.35$. However, our sample extends to 0.4 dex lower mass, where we start to see a systematic decline in $N_{\text{out}}$ as well as $V_{\text{max}}$ which is not seen in these previous observations. We argue that this decline is driven by the lower star formation rates. Similarly, the large spread (in $N_{\text{out}}$ and $V_{\text{max}}$) observed at $\log(M_*/M_\odot) > 9.4$ is due to the large spread in SFR at this mass range in our sample, as shown in Fig. 4.2. Hence, we conclude that the apparent trends between $V_{\text{max}}$ or $N_{\text{out}}$ and $M_*$ are almost entirely modulated by the SFR.

For low-ion outflows, the best-fit relation for Si II is $V_{\text{max, SiII}} \propto \text{SFR}^{0.14}$. Various surveys from low to high redshifts have reported correlation between some form of $V_{\text{max}}$ for low-ion species and SFR. Our results agree with the slopes observed in [Weiner et al., 2009, Bradshaw et al., 2013, Bordoloi et al., 2014a, Chisholm et al.,...
with redshifts ranging from $z \sim 0 - 1.6$. Our correlations also qualitatively agree with $z \sim 0.5$ sample of [Rubin et al., 2014] (only for galaxies without systemic absorption). From the $V_{\text{max}} - \text{SFR}$ slope derived here, we further corroborate the suggestion from [Sugahara et al., 2019] that the $V_{\text{max}} - \text{SFR}$ could be a more fundamental relation over a wide redshift range ($z \sim 0-6$) for star-forming main sequence. However, we caution that there is a significant spread in the relation depending on the species used for deriving them (for instance, we get a slope of 0.29 for Si IV and 0.14 for C IV).

Both [Erb et al., 2012] and [Rubin et al., 2012] find a strong correlation of $V_{\text{max}}$ with stellar mass and weak correlation with SFR for galaxies of similar mass and SFR range to our sample in the redshift ranges $z \sim 1-2$ and $z \sim 0.3-0.7$ for low-ion species. Similarly, [Bordoloi et al., 2014a] and [Chisholm et al., 2015] find a high-significance correlation with $M_*$ using Mg II and Si II species respectively. [Rubin et al., 2012] argue that this could be because star formation history and/or galaxy dynamics have a more direct physical link to maximum wind velocities than current star formation activity. However, we find that the trends flip — a stronger correlation with SFR compared to stellar mass (for instance, consider Si II in Figs. 4.6 and 4.7). This indicates that for low-mass galaxies at $z > 2$, the current star formation has a greater impact on the observed low-ion outflows than its star formation history. This is interesting from the perspective of causal connection. The timescale required for a 250 km s$^{-1}$ outflow to travel 50 kpc (roughly the virial radius of typical galaxies at $z \sim 3$) is about 200 Myr, while the UV-based SFR that we measure is from the past 100 Myr. This could indicate a long-lasting star formation activity. This is
in line with our typical depletion timescale of 500 Myr (using $(M_{\text{gas}} \sim M_*)/\text{SFR} \sim 1/\text{sSFR}$).

We compare our scaling relations with the recently published results from the TNG50 simulations [Nelson et al., 2019]. We find that the slopes of our $V_{\text{max}} - \text{SFR}$ relation (for both high and low ions, slope $\sim 0.12-0.28$) are consistent with the slope of $0.15-0.2$ in [Nelson et al., 2019] (see Fig. 15 therein). However, our results do not fully agree with the predicted $V_{\text{max}} - M_*$ relation. While their slope of 0.2 at $z = 2$ is consistent with our high-ion results (slope $= 0.19$ for Si IV), [Nelson et al., 2019] show a slope that steepens with redshift (e.g., slope $= 0.3$ at $z = 4$). We do not observe such steepening in our $V_{\text{max}} - M_*$ plots (Fig. 4.7). In fact, the slope appears to be shallower in the high-redshift group (group $z \sim 2.7-6$). This discrepancy may be explained by a combination of two factors: a) the increasing contribution of hotter phases in the outflow with increasing $M_*$ (see Fig. 10 in [Nelson et al., 2019]) and b) the outflow scaling relations shown in [Nelson et al., 2019] include all the phases while our observations only cover the warm phases (for high ions).

Given the strong $N_{\text{out}} - \text{SFR}$ and $V_{\text{max}} - \text{SFR}$ correlations, particularly for high-ion outflows, we argue that the mass outflow rate is strongly correlated with SFR. Using Si IV as the tracer, $N_{\text{out}} \propto \text{SFR}^{0.25}$ and $V_{\text{max}} \propto \text{SFR}^{0.28}$. The product $N_{\text{out}} V_{\text{max}}$ gives the maximum outflow volume flow rate. Assuming a constant density, this is a direct measure of the mass outflow rate. Thus, we can say that,

$$\dot{M}_{\text{out}} \propto N_{\text{out}} V_{\text{max}} \propto \text{SFR}^{0.58} \text{ for Si IV} \quad (4.6)$$
The slope obtained here is in good agreement with the slope observed in the FIRE simulations ($\sim 0.6$) at $4 > z > 2$ with the rate evaluated at $0.25R_{\text{vir}}$ (see Fig. B2 in [Muratov et al., 2015]). This slope is also in good agreement with EAGLE simulations at similar redshift range ($z \sim 2.4 - 4.7$) for gas particles ejected out of the ISM through galactic winds (see Fig. 3 in [Mitchell et al., 2020]). Both of these slopes have been obtained in the log(SFR) range of -0.5 to 1.5, similar to our SFR range.

4.5.2 Evidence for High-ion traced outflows

We observe three key differences between high-ion and low-ion outflows: 1) The detection fraction of low-ion outflows is lower than high-ion outflows ($\sim 65\%$ vs $95\%$), irrespective of the SFR. 2) The correlations of high-ion $N_{\text{out}}$ and $V_{\text{max}}$ with SFR are stronger compared to low-ions (see Figs. 4.3 and 4.6). Also, the spread in $V_{\text{max}}$ is higher in low-ions. 3) Low-ion outflows show a much steeper decline in $V_{\text{norm}}$ with higher halo masses compared to high-ion outflows (see Fig. 4.8). These difference point towards a systematic difference in the high-ion and low-ion outflows. In addition, we can infer that the outflows in our sample are primarily traced by high-ions.

It is well known that galactic outflows are multiphase in nature and the aforementioned differences can help understand the phase structure of the outflows. Cosmological simulations suggest a complex shift in the temperature distribution of the outflow with the dominant phase shifting towards higher temperatures as the stellar
mass increases at $z \sim 2$ (see Fig. 10 in [Nelson et al., 2019]). This trend is also seen in FIRE simulations with the contribution of $T > 10^{5.3}$ K phase increasing and that of $10^4 < T < 10^{4.7}$ K phase decreasing with an increasing halo mass at $z \sim 2$ (in the range $M_{\text{halo}} \sim 10^{11} - 10^{12} M_\odot$ (see Fig. A1 in [?]). These effects can explain the sharp decline in low-ion $V_{\text{norm}}$ and their weaker and shallower correlations in terms of $N_{\text{out}}$. Photo-ionization modeling of the observations would help understand whether this explanation is correct. Regardless, we infer that the correlations seen in the star-forming galaxies using random, narrow sightlines (as offered by GRBs) imply high-ion dominated outflows in the star-forming galaxies at $z > 2$.

4.5.3 Outflow Geometry

The sharp increase in the spread of outflow column density at SFR $\gtrsim 10 \ M_\odot \text{yr}^{-1}$, particularly for high-ion lines is an indication of systematic variance in the outflow properties with SFR.

There are various possible causes that could lead to an elevated spread in the apparent outflow column density. Some of the scenarios include a variance in the metallicity of the outflowing clouds due to inefficient mixing of metals [Schaye et al., 2007], a variance in the entrainment efficiency of the ISM, or the onset of wind-stimulated condensation in the CGM (see [Heckman et al., 2017]) at high star formation rates. A more careful treatment of the physical processes in the outflows is warranted to explain this phenomenon.

Another possible explanation for such a variance is outflow geometry. Given
that GRBs sample a very narrow beam in a random direction offset from the galactic center, a spherical outflow is less likely to lead to the observed spread. In a structured outflow, with certain regions of high gas entrainment efficiency compared to others (eg: a biconical outflow), there will be preferred sightlines that exhibit high column density and others will exhibit a relatively lower column density. This is illustrated in Fig. 4.12. In addition, projection effects become more important in structured outflow as opposed to a spherical outflow. Therefore, the increased spread could indicate development of a structured outflow in the high-SFR systems, while the low-SFR galaxies having more uniform/spherical outflows.

Such development of outflow collimation naturally (hydrodynamically) emerges in the recent TNG simulation results along the minor axis of the galaxy despite isotropic injection of the stellar feedback [Nelson et al., 2019]. Thus, they come to the same conclusion in their simulations: the mass outflow rate of winds is not directionally isotropic, even for $M_* = 10^{10} M_\odot$ at $z = 1$. While they suggest that the effect is more pronounced as we go below $z \sim 2$, it will be interesting to probe how this effect evolves in the redshift-SFR space.

4.5.4 Evolution with redshift

While we see that $V_{\text{max}}$ for high-ion lines is correlated with SFR and $M_*$, we do not observe any systematic evolution in $V_{\text{max}}$ in our two redshift groups ($z1 : 2 - 2.7$ and $z2 : 2.7 - 6$). This is consistent with a weak or no evolution ($V_{\text{max}} \sim (1 + z)^{0.5}$) suggested in [Sugahara et al., 2017, Sugahara et al., 2019]. However,
Figure 4.12: A schematic showing a stronger biconical outflow along the minor axis and weaker spherical outflow elsewhere. The narrow GRB sightlines are shown as arrows. Some of the narrow and randomly pointed GRB sightlines will trace the strong biconical outflow, giving a larger outflow column density, while others will trace the weaker outflow, giving a smaller outflow column density. This will produce a scatter in $N_{\text{out}} - \text{SFR}$ relation.

we do not observe as high $V_{\text{max}}$ values as seen in these studies. It is possible that this discrepancy is due to the small sample size (7 galaxies) in [Sugahara et al., 2019] or due to difference in the observational technique (down-the-barrel vs GRB sightlines).

4.6 Summary

We explored the outflow-galaxy correlations in low-mass ($M_\star \sim 10^9-10^{11} M_\odot$) star-forming galaxies at $z \sim 2-6$ using GRB sightline spectroscopy. This technique offers a narrow, off-centered, and randomly oriented sightline as opposed to a broad, down-the-barrel beam to probe the outflows in absorption. We summarize our results as follows:

1. SFR-driven outflows: We find strong correlations between outflow column density
2. Correlation with $M_*$: We find a large spread, and therefore, weaker correlations of $N_{\text{out}}$ and $V_{\text{max}}$ in high-ion outflows with stellar mass. We find that this spread are almost entirely driven by the spread in SFR in a given stellar mass bin. On the other hand, we find that low-ion outflows are not correlated with stellar mass.

3. We observe a higher detection fraction in high-ions compared to low-ions (irrespective of the SFR or $M_*$) as well as typically higher $V_{\text{max}}$ and $N_{\text{out}}$ in high-ions, suggesting that the outflow is dominated by the warm phase traced by high-ionization lines.

4. We investigate how the normalized velocity ($V_{\text{norm}} = \frac{V_{\text{max}}}{V_{\text{circ,halo}}}$) depends on the halo mass ($M_{\text{halo}}$). We find that $V_{\text{norm}}$ declines with increasing halo mass, suggesting that the outflows from the low-mass halos are more likely to escape and enrich the outer CGM and/or IGM than those in the halos of higher masses. Also, we find a steeper decline in $V_{\text{norm}}$ for low-ions suggesting a systematic shift in the temperature distribution of the outflow as the halo mass increases.

5. sSFR and metal enrichment: While the sSFR is not correlated with either $N_{\text{out}}$ or $V_{\text{max}}$, we observe a strong correlation between $V_{\text{norm}}$ ($= \frac{V_{\text{max}}}{V_{\text{circ,halo}}}$) and sSFR at the 3-$\sigma$ and 3.7-$\sigma$ levels for C IV and Si IV, respectively, with $V_{\text{norm}} \propto \text{sSFR}^{0.25}$. This power law is consistent with the low-redshift results from [Heckman and Borthakur, 2016]. This result suggests that the outflows in galaxies with higher sSFR have higher velocities relative to the characteristic velocity of their halos. Thus, the outflows from high sSFR galaxies are more likely to escape and enrich the outer
CGM and IGM compared to low sSFR galaxies.

6. Redshift evolution: We do not observe any systematic difference in the $V_{\text{max}} - \text{SFR}$ and $N_{\text{out}} - \text{SFR}$ correlations (for high-ions) in our two redshift groups ($z1: 2 - 2.7$ and $z2: 2.7 - 6$) of similar size. This suggests that the correlations of the outflow with SFR do not significantly evolve with redshift and are more fundamental in nature.

7. Structure of the outflow: We observe a larger spread in the high-ion correlation with SFR beyond an SFR of $\sim 10 \ M_\odot \text{yr}^{-1}$. We speculate that this spread could arise due to an emergence of structured outflow (e.g. biconical) at high-SFR, leading to some sightlines cutting across a larger section of the outflow while others probing a weaker outflow. This characteristic can be uniquely probed using the GRB sightline technique due to the random orientation (i.e. not down the barrel) and narrow beam of the sightline (as shown in Fig. 4.12. However, a more detailed investigation of the physical processes in the outflows is needed to explain the observed spread in the outflow column densities at high SFR.

8. O VI-traced outflows: We observe tentative correlations of O VI-traced outflow with SFR and stellar mass. $N_{\text{out}}$ and $V_{\text{max}}$ appear to be better correlated with stellar mass than SFR, although the sample is small.

These results highlight the unique potential of GRB afterglow spectroscopy to explore the nature of stellar feedback at high redshifts.
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Chapter 5: Arrayed waveguide grating spectrometers for astronomical applications

In this chapter, we will explore the design of AWGs, relevant issues, and a path towards an integrated photonic spectrograph.

5.1 Introduction

The study of the first billion years of the universe, corresponding to cosmological redshifts \( z \sim 6 - 12 \) due to the expansion of the universe, is crucial to understand phenomena such as galaxy formation, the ionization of the intergalactic medium, and the formation and evolution of supermassive black holes. The rest-frame ultraviolet light coming from sources in this range of cosmological redshifts is shifted to the J and H bands (1.15 – 1.4 \( \mu m \) and 1.45 – 1.7 \( \mu m \), respectively) in the near-infrared (NIR). Therefore, it is of astrophysical interest to study the NIR spectra of these distant and faint sources, for which large telescopes such as the Keck 10-meter telescopes are required. The next generation of ground-based extremely large telescopes (ELTs) in the optical and NIR will have diameters in the range of 20–40 meters. This necessitates the development of suitable seeing-limited spectroscopic instrumentation for astrophysical studies [Bland-Hawthorn and Horton, 2006].
The application of photonic technologies [Pervez et al., 2010, Roelkens et al., 2013, Pathak et al., 2014] to astronomical spectroscopy is a promising approach to miniaturize the next-generation spectrometers for large telescopes [Harris and Allington-Smith, 2013]. This is attained mainly by leveraging the two-dimensional photonic structures on a chip [Chaganti et al., 2006, Bland-Hawthorn and Kern, 2009, Allington-Smith and Bland-Hawthorn, 2010, Subramanian et al., 2015], thus reducing the size of spectroscopic instrumentation to a few centimeters and the weight to a few hundreds of grams. Such integrated photonic spectrometers are also more amenable to complex light manipulation and massive multiplexing, cheaper to mass produce, easier to control, and much less susceptible to vibrations and flexures than conventional astronomical spectrographs with similar specifications (resolution, efficiency, and operating wavelength range) [Cvetojevic et al., 2010]. In this paper, we explore one such photonic technology, the arrayed waveguide gratings (AWGs), designed to be implemented as an astronomical spectrometer in the NIR H band.

5.2 Arrayed waveguide gratings

In many ways, arrayed waveguide gratings are analogous to conventional grating spectrographs (see Fig. 1 in [Gatkine et al., 2016]). In a conventional spectrograph, the light source illuminates the grating through an input lens, the grating creates a path difference between different light paths and the output lens focuses the emergent light on the focal plane. In an AWG, these actions take place on a chip, where the single-mode waveguides guiding the light serve as different light paths.
The light from the source is carried by a single-mode waveguide and launched into an input lens, called input free propagation region (FPR), where it illuminates an array of waveguides (similar to illuminating a grating). These waveguides are constructed to introduce a constant path difference between the adjacent waveguides, according to the spectral order. The light from the array of waveguides is focused in the output FPR, with different wavelengths interfering constructively at different spatial locations along the focal plane. The output waveguides carry this dispersed light for measurement. The various components of our AWG are shown in Fig. 5.2.

A detailed theory of AWG design is described in the pioneering work on AWG devices [Smit and Van Dam, 1996]. Traditionally, the AWG devices are used for wavelength division multiplexing (WDM) in telecommunication industry around a wavelength of 1550±50 nm. But in principle, the same theory can also be used for spectroscopic purposes. In particular, some of the recent work towards making low-loss AWG devices [Bauters et al., 2010, Dai et al., 2011, Akca et al., 2011] demonstrates the usability of these techniques for NIR spectroscopy. There have also been successful preliminary tests of using modified commercial AWGs for astronomical spectroscopy [Cvetojevic et al., 2012b, Cvetojevic et al., 2012a]. AWGs, along with other advances in the field of astrophotonics, such as photonic lanterns [Leon-Saval et al., 2010, Thomson et al., 2011, Birks et al., 2015] to convert multimode fibers to single mode fibers, Bragg gratings (in fibers [Othonos, 1997, Meltz et al., 1989, Trinh et al., 2013, Lindley et al., 2014] as well as on chips [Zhu et al., 2016a]) to suppress the unwanted atmospheric OH-emission background (in the NIR), and high-efficiency fiber bundles for directly carrying the light from the telescope focal
plane [Lawrence et al., 2012], offer a complete high-efficiency miniaturized solution for astronomical spectroscopy in the NIR. This solution has potential applications for future ground-, balloon- and space-based telescopes.

The technical requirements for our AWG spectrograph are driven by the science goals. Our main science goal here is the study of faint sources at high cosmological redshifts \( z \gtrsim 6 \) to probe the first billion years of the universe. This requires a spectral resolving power \( \lambda/\delta\lambda \) of at least \( \sim 1500 \) in the H band to measure the redshifts of these sources and distinguish between different absorption lines produced by the intervening material between the observers and these sources [Vreeswijk et al., 2006, Salvaterra, 2015]. Also, a wide spectral range (preferably both J and H bands) is necessary to ensure that these absorption lines fall within the band-pass at cosmological redshifts larger than 6. The throughput of the spectrograph should at least be comparable to that of the conventional astronomical spectrographs (from slit to detector, typically \( \sim 20\% \), although this depends on the specific instrument and configuration \(^1\) \(^2\)).

In our previous paper [Gatkine et al., 2016], we demonstrated AWG spectrometers in the H band with a resolving power of 1250 and a peak overall throughput of 13\% for transverse electric (TE) polarization. For practical implementation as a competitive astronomical spectrometer, this throughput needs to be improved. Also, the overlapping spectral orders of AWG (at the output focal plane) need to be cross-dispersed to extract the final spectrum, which requires the focal plane of the

\(^1\)http://www.gemini.edu/sciops/instruments/gnirs/spectroscopy/slitsthroughputs
\(^2\)https://www.subarutelescope.org/Observing/Instruments/MOIRCS/specsensitivity.html
AWG to be exposed to the cross-dispersion optics [Cvetoevic et al., 2012b, Cvetoevic et al., 2012a]. This necessitates cleaving the AWG at its focal plane. The present paper addresses all of these issues. We first describe the procedures used to design, fabricate, and characterize the new AWGs. Two H-band AWG devices are fabricated to demonstrate the relevant techniques of coupling-taper optimization, annealing, and cleaving at the focal plane. A new way to design a polarization-insensitive AWG is discussed next. Future avenues of research to further improve the throughput of our devices and allow us to expand the wavelength range to the J band are discussed in the last section.

5.3 Methods

Two new AWGs are presented in this paper. Their characteristics are summarized in Table 5.1. The main difference between these two devices is the use of output waveguides in AWG #1, while AWG #2 has a cleaved, open-faced output. In this section, we discuss in detail the design, fabrication, and characterization methods of AWG #1. Most of this discussion also applies to AWG #2. The differences are discussed in detail in the next section.

5.3.1 Design

The selection of the waveguide material is crucial for building low-loss AWGs. In the recent past, Si₃N₄ has been proven to be one of the best suited materials for low-loss photonic devices [Dai et al., 2012]. Therefore, we use Si₃N₄ (refractive in-
Table 5.1: Summary of the characteristics of the two AWGs.

<table>
<thead>
<tr>
<th></th>
<th>AWG #1</th>
<th>AWG #2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Waveguide cross-section</td>
<td>$2.0 \times 0.1 \mu m$</td>
<td>$2.0 \times 0.1 \mu m$</td>
</tr>
<tr>
<td>Number of waveguides</td>
<td>34</td>
<td>34</td>
</tr>
<tr>
<td>FPR length</td>
<td>200 $\mu m$</td>
<td>200 $\mu m$</td>
</tr>
<tr>
<td>$\Delta L$</td>
<td>172 $\mu m$</td>
<td>172 $\mu m$</td>
</tr>
<tr>
<td>Separation between waveguides at array-FPR interface</td>
<td>6 $\mu m$</td>
<td>6 $\mu m$</td>
</tr>
<tr>
<td>Output waveguide spacing</td>
<td>6 $\mu m$</td>
<td>Cleaved, open faced</td>
</tr>
<tr>
<td>Inputs</td>
<td>Fiber-coupling tapers</td>
<td>Fiber-coupling tapers</td>
</tr>
<tr>
<td>Outputs</td>
<td>Fiber-coupling tapers</td>
<td>Cleaved, open faced</td>
</tr>
<tr>
<td>Footprint</td>
<td>16 mm $\times$ 7 mm</td>
<td>12 mm $\times$ 8 mm</td>
</tr>
</tbody>
</table>

dex $\sim$ 2.0) waveguides buried in SiO$_2$ (refractive index $\sim$ 1.45) as shown in Fig. 5.1 for low on-chip transmission losses [Bauters et al., 2010, Gatkine et al., 2016]. The most important sources of losses in the AWGs are: a) the coupling loss (fiber to chip and vice versa), b) the sidewall scattering loss due to sidewall roughness and micro-cracks, c) the bending loss due to radiative loss (especially in weakly confined waveguide modes), and d) the absorption loss due to absorption features of the material and/or inadvertent impurities. In our previous work [Gatkine et al., 2016], we focused on sidewall scattering and bending losses by using a 2.8 $\times$ 0.1$\mu m$ waveguide geometry and demonstrated a high on-chip throughput (peak $\sim$ 80%), but a relatively modest overall throughput ($\sim$ 13%). The present paper addresses this problem of low overall throughput.

The adopted geometry of the waveguides is shown in Fig. 1. A thickness of 0.1 $\mu m$ is selected for several reasons. Reproducibility of the fabrication process is
an important issue. It is easier to control the actual deposited thickness of the layer of nitride (within a tolerance of 5-10%) if it is $\sim 0.1 \ \mu m$ or thicker. However, the sidewall scattering loss is proportional to the sidewall area and hence the height of the waveguide. So a $0.1 \ \mu m$ thickness provides a balance between deposition non-uniformity and sidewall-roughness induced in the etching process [Bauters et al., 2010, Bauters et al., 2011b, Bauters et al., 2011a]. Moreover, with a thickness of $0.1 \ \mu m$, we can use a relatively narrow waveguide and achieve a mode-confinement factor (13.3% for TE polarization) that is similar to that of a wider and thinner waveguide (eg. [Bauters et al., 2010]). This reduces the chip size and makes it easier to fabricate the devices with precise electron-beam lithography (e-beam writing time scales with the writing area). We select the waveguide width to be $2 \ \mu m$, different from our previous $2.8 \ \mu m$ design, because it helps in packing the same number of arrayed waveguides in a smaller area without degrading the confinement. With a relatively smaller footprint, it is easier to use a larger radius of curvature ($R_{\text{min}} = 2.5 \ \text{mm}$) for the curved waveguides, thus preventing the curvature loss [Bauters et al., 2010]. In contrast to a waveguide with a square cross-section (such as $0.4 \times 0.4 \ \mu m$), this high-aspect ratio waveguide is easier to fabricate; it has a greater tolerance for width errors and provides better etch-depth uniformity due to the thin structure. This waveguide geometry is also better matched to the taper geometry used to improve the fiber-AWG coupling efficiency [Zhu et al., 2016b], as described in section 4.1.

We calculated the mode profile for the $2 \ \mu m \times 0.1 \ \mu m$ waveguide using a full-
vectorial finite difference method simulation in FIMMWAVE software $^3$ and confirmed the single-mode nature of the waveguide over a wide range of wavelengths ($\lambda > 1000$ nm). The simulated mode profiles for Transverse Electric (TE) and Transverse Magnetic (TM) polarizations at a wavelength of 1550 nm and the geometry of the waveguides are shown in Fig. 5.1. The index contrast of the waveguide is 23.7%. A moderate spectral order (m) of 165 (at $\lambda = 1600$ nm) is used in this design to maximize the free spectral range and obtain the desired resolution, while keeping the required number of waveguides small (34 waveguides), thus reducing the electron-beam lithography time.

Figure 5.1: a) The Si$_3$N$_4$/SiO$_2$ waveguides used in AWG #1 and #2. b) Mode profile for TE ($n_{\text{eff}} = 1.4659$) and TM polarizations ($n_{\text{eff}} = 1.4473$). Note that the TM mode is weakly confined. The mode profiles are shown in the units of $\mu$m.

With these initial parameters, we designed an AWG for the H band (1450−1650 nm) using the design algorithm prescribed in [Smit and Van Dam, 1996]. To design the AWG, we used a central wavelength of 1550 nm and a desired spectral channel spacing of 1.6 nm. The H band is covered in 23 spectral orders, with a free spectral range (FSR) varying from 8 nm at a wavelength of 1450 nm to 10 nm at 1650 nm.

---

$^3$https://www.photond.com
(FSR \approx \lambda_0/m \times n_{\text{eff}}/n_{\text{group}}, \text{ where } n_{\text{eff}} \text{ and } n_{\text{group}} \text{ are the effective and group indices of refraction, respectively}). Five output waveguides are used to sufficiently sample the output FPR for AWG characterization. The AWG has a total of 34 waveguides in the array to ensure adequate sampling of the input free propagation region (FPR). The length difference (\Delta L) between adjacent waveguides of the array is 172 \mu m (\Delta L = m \times \lambda_0/n_{\text{eff}}). The spatial channel spacing at the output FPR is 6 \mu m. The length of the FPR is 200 \mu m. The tapers at the input and output FPRs are linear, with a length of about 30 \mu m and a width equal to the waveguide separation at the FPR (hence, the taper width at the FPR is 6 \mu m). This ensures optimal transmission of light from the FPR to the array of waveguides and vice versa. Such a geometry of touching tapers requires a precise fabrication which is made possible with electron beam lithography (within a tolerance of 10 nm). The minimum bending radius in the layout is 2.5 mm to reduce the curvature loss. Some straight and curved reference waveguides are also fabricated below the AWG to characterize the on-chip loss of the AWG. A coupling taper was added (on the chip) for all of the devices presented in this paper to optimize the coupling between the fiber (UHNA3) and the waveguide (further details are in section 4.1). The AWG layout is shown in Fig. 5.2

5.3.2 Fabrication

The fabrication sequence was the same as the one used in our earlier paper [Gatkine et al., 2016]. For completeness, it is summarized in Fig. 5.3 and briefly
Figure 5.2: CAD of AWG #1. Note the vertical cleaving marks near the top corners of the chip to aid cleaving the edges to expose the optical quality cross-section of the waveguides for fiber coupling. The extra waveguides at the bottom are reference waveguides for calibration. The AWG has a small footprint of only 16mm × 7mm. The actual writing area is 11.5 mm², thus making it suitable for e-beam lithography. The AWG input, output and the reference waveguides have on-chip coupling tapers as a continuation of the waveguides, shown in left and right insets. UHNA3 fibers are used for characterization by butt-coupling one by one to the tapers. A zoomed-in version of the input and output FPRs are shown at the bottom for clarity.

described here again. A silicon wafer, pre-deposited with 10 µm layer of thermal silica (SiO₂), was used for the fabrication of the AWG chip. A 0.1 µm thick layer of silicon nitride (Si₃N₄) was deposited on top of that using LPCVD (Low Pressure Plasma Enhanced Deposition). A smaller sample of the wafer (30 × 15 mm) was obtained by dicing the wafer. The process sequence followed to fabricate the buried silicon nitride AWG device was: spin-coating the photoresist on the sample, electron-beam lithography (moving e-beam to write the pattern), electron-beam chromium metal deposition, chromium lift-off (leaving only the chromium mask for etching), reactive ion etching (RIE) to a depth of 0.1 µm, chromium etching to dissolve the
Figure 5.3: Fabrication sequence of AWGs [Gatkine et al., 2016].

mask and finally, PECVD (Plasma Enhanced Chemical Vapor Deposition) of 6 $\mu m$ of SiO$_2$ as the upper cladding layer of the device. After fabrication, the sample was cleaved at precise locations from left and right (along the crystal plane of the chip) to expose facets of the input and output waveguides for coupling the light. The facets were then examined for optical quality.

5.3.3 Characterization

To characterize the transmission response of the AWG, we used a polarization maintaining broadband superluminescent diode source by Thorlabs (S5FC1550P-A2, amplified spontaneous emission power of 2.5 mW) operating in a waveband of 1450 nm – 1650 nm (corresponding to 20 dB width). An Optical Spectrum Analyzer (OSA, YOKOGAWA AQ6370C) with a dynamic range of 72 dB across the H band was used to analyze the signal. Ultra-high numerical aperture (UHNA3) fibers with a typical mode-field diameter ($1/e^2$ diameter) of 4.1 $\mu m$ and a numerical aperture of 0.35 were used to carry the signal from the broadband source to the AWG and out to the OSA. These fibers are single mode over the entire range of H band. In the characterization setup, a UHNA3 fiber was connected to the broadband
source and butt-coupled to the AWG input waveguide through a fiber polarization controller (Thorlabs, FPC561) and a fiber rotator. The combination of polarization controller and fiber rotator were used to control the polarization since UHNA3 is not a polarization maintaining fiber. Another UHNA3 fiber was butt-coupled to one of the output waveguides and connected to the OSA. The optical butt-coupling of the fibers to the facet of the chip was done by carefully aligning the fibers and the AWG chip using a 9 degree-of-freedom alignment setup. An index matching solution (index = 1.45) was used to minimize any reflections at the fiber-waveguide interface. The characterization setup is shown in Fig. 5.4.

The broadband light source was measured to be steady as a function of time within 0.05 dB. The output fiber was coupled to each of the AWG output channels one-by-one and the transmission response (end-to-end) of each channel was recorded with the OSA. Similarly, the transmission response of the curved reference waveguide was obtained by butt-coupling the fibers to it. This transmission response (fiber-AWG-fiber) was normalized to the input power spectrum (fiber-fiber) to obtain the ‘overall AWG response’ (including the coupling efficiency). The overall AWG response was further normalized to that of the curved reference waveguide to isolate the ‘on-chip response’ of the AWG.

5.4 Results

In this section, we describe our results emphasizing three critical aspects of the new AWG devices: 1. fiber-coupling tapers, 2. annealing, and 3. cleaving at
Figure 5.4: Top panel: A schematic of the setup used for AWG characterization. Bottom panel: The AWG sample (label 1) is mounted in the center on top of a tip-tilt-rotation mount (label 2). The input and output fibers are mounted on 3-axis stages with 10 nm precision (left:3 and right:4). The input fiber is mounted on a fiber rotator (label 5), which, along with the polarization controller, allows for polarization tuning.
Figure 5.5: Simulation of taper conversion efficiency as a function of length for a linear taper. Here, we have also taken into account an estimated propagation loss for the taper of 1.5 dB/cm.

5.4.1 AWG #1: fiber-coupling taper

Zhu et al. [Zhu et al., 2016b] demonstrated a coupling efficiency of >90% (1450 - 1650 nm) using UHNA3 fiber and 0.9 $\mu$m $\times$ 0.1 $\mu$m waveguide geometry for TE polarization. In this paper, we present a taper geometry to convert a weakly guided fiber-side waveguide cross-section (0.9 $\mu$m $\times$ 0.1 $\mu$m) to a relatively strongly guided AWG-side waveguide cross-section (2.0 $\mu$m $\times$ 0.1 $\mu$m) to improve the coupling efficiency and thus, the overall transmission of the AWG. In Fig. 5.5 we show the simulated conversion efficiency of a linear taper for this configuration as a function of the taper length for TE mode. Here, we have also added an estimated propagation loss for the taper ($\sim$ 1.5 dB/cm [Zhu et al., 2016b]) to find the optimal taper length. Thus, we selected a length of 500 $\mu$m for the taper. This taper geometry is shown in Fig. 5.2 and is used on both the input and output sides of the AWG and reference waveguides.

AWG #1 was characterized according to the procedure discussed in section

AWG #1 was characterized according to the procedure discussed in section
5.3.3. Figure 5.6 shows the overall transmission (fiber-AWG-fiber) of the 2.0 $\mu m \times 0.1 \mu m$ AWG and that of the curved reference waveguide, both with coupling tapers on the input and output ends. The points indicate the transmission for the central wavelengths of each spectral order of the AWG. The second panel shows the on-chip throughput of the AWG (i.e. AWG transmission normalized to the curved reference waveguide). Note that the on-chip throughput is roughly uniformly high over the entire H band. The peak overall transmission is about 23% ($-6.4$ dB), which is twice that of our previous AWGs [Gatkine et al., 2016]. The fiber-taper coupling efficiency is $\sim 95\%$ ($\sim 0.22$ dB) per facet at 1550 nm [Zhu et al., 2016b] and the extra loss due to curvature of the waveguides is negligible compared to the propagation loss, since the minimum bending radius used is 2.5 mm [Bauters et al., 2010]. Thus, the propagation loss is about 1.5dB/cm after accounting for coupling and taper losses. The additional AWG loss is roughly 3 dB (50%) at 1.6 $\mu m$, which is due to additional propagation loss in the curved waveguides of the AWG of $\sim 0.3$dB (from the length in excess of reference waveguide) and the loss at the waveguide-FPR interfaces of $\sim 0.7$ dB per interface (i.e. 85% transmission per interface). This is a major contributor to the on-chip loss since there are four such interfaces.

Therefore, the waveguide-FPR interface taper needs to be further optimized for a better conversion efficiency between the slab mode of the FPR and the waveguide mode. The overall transmission degrades towards shorter wavelengths as a result of scattering from stress-induced microcracks [Irene, 1976] and broad absorption features due to hydrogen bonds to silicon, nitrogen, and oxygen in the PECVD.
Figure 5.6: Panel 1: The overall throughputs of AWG #1 and the curved reference waveguide are shown. The dashed line indicates the peak overall throughput of the AWG (about $-6.4$ dB or $\sim 23\%$). The red dots represent the overall throughputs measured in the centers of the orders. Panel 2: The measured resolving power of the AWG as a function of wavelength. Panel 3: The transmission of the AWG normalized to the curved reference waveguide is shown for all 23 spectral orders. The five colors show the ‘on-chip throughput’ of the five output channels. The dashed line represents the peak on-chip (i.e. normalized to the reference waveguide) throughput of the AWG (about $-3$ dB or $\sim 50\%$). Panel 4: A more detailed view of one of the spectral orders is presented to show the FSR, spectral FWHM, spectral channel spacing, and crosstalk. The measurement errors are less than 0.1 dB, so no error bars are shown.
SiO$_2$ and LPCVD Si$_3$N$_4$. The broad absorption at 1505 nm due to Si-H bonds is particularly pronounced. We address the absorption problem in the next section.

The crosstalk of the AWG is in the range of $-15$ to $-16$ dB at wavelengths longer than 1540 nm. At shorter wavelengths, the crosstalk slowly increases to reach $-10$ dB at 1450 nm. This variation may not be real, since the source power drops by 20 dB at 1450 nm (compared to the power at 1550 nm). Therefore, the crosstalk degradation might simply be due to the Optical Spectrum Analyzer hitting the noise floor. It should be noted that, in an astronomical spectrograph, the spectral FWHM is the important parameter rather than the crosstalk. So a crosstalk of about $-10$ dB is acceptable. The spectral FWHM of the output channels is $1.2 \pm 0.2$ nm, which implies a spectral resolving power $(\lambda/\delta\lambda)$ of roughly 1300. The measured resolving power as a function of wavelength is shown in the second panel of Fig. 5.6. The non-uniformity among the five channels within a spectral order, as seen in the bottom panel of Fig. 5.6, is due to the intensity envelope of the far-field pattern of the waveguides which illuminates the output FPR. These differences in intensity can be reduced by using suitable mode-field converters at the interface of arrayed waveguides and the output FPR [Sakamaki et al., 2009].

5.4.2 AWG #1: annealing

The hydrogen-bonds (especially Si-H) in the PECVD SiO$_2$ cladding cause a broad absorption feature seen in the overall transmission of the AWG [Henry et al., 1987]. We use high-temperature annealing of the sample to liberate the
trapped hydrogen and minimize the absorption. For this, we use a custom recipe of progressively heating the sample in the annealing chamber (in the presence of air) to 800°C and 1000°C for 30 minutes each, then heating up to 1200°C for 2 hours, followed by a progressive cool down. The overall transmission of the annealed sample and comparison with the original AWG (prior to annealing) is shown in Fig. 5.7. The main advantage of the annealed AWG is the improvement of the overall throughput in the 1475–1525 nm range. The overall throughput improved from 1.2% (−19.0 dB) at 1504 nm in the original AWG to 3.2% at 1508 nm in the annealed AWG for the same spectral order. However, at longer wavelengths, a degradation of the overall throughput is observed. The overall throughput dropped from 20% (−7.0 dB) at 1646 nm for the original AWG to 12% (−9.2 dB) at 1651 nm for the annealed AWG for the same spectral order. The propagation loss is estimated to be ∼ 2.6 dB/cm, from the comparison between the reference waveguide transmissions of the original and annealed reference waveguides. Thus, the annealing treatment removes the absorption peak, but it also reduces the overall transmission of the waveguides and the AWG. We believe this is due to the micro-cracks generated by stress along the Si₃N₄/SiO₂ interface at high temperatures. One way to alleviate this issue is to use LPCVD for the deposition of cladding SiO₂. We plan to explore this problem in the future. As shown in Fig. 5.7, the central wavelengths of the spectral orders also shift towards longer wavelengths by ∼ 4-5 nm due to densification, a thermally induced increase of ∼ 0.3% in the index of refraction of SiO₂ (this increment was calculated by comparing the central wavelength, \( \lambda = n_{eff} \Delta L/m \) before and after annealing).
Figure 5.7: The overall transmission of AWG #1 and the curved reference waveguide before and after annealing. The absorption peak near 1500 nm is mitigated to a large extent by the annealing process, but the overall throughput has degraded. The wavelength shift between the order centers of the original and annealed AWGs is due to a change in the effective index of refraction of the waveguides as a result of annealing.

5.4.3 AWG #2: cleaving at the output FPR

For astronomical applications, the AWG needs to be connected to cross-dispersion optics to separate the spectral orders in the perpendicular direction and create a continuous 2D spectrum [Cvetoevic et al., 2012b] (unlike the discrete channels of an AWG). For this, the output FPR of the AWG needs to be exposed to illuminate the cross-dispersing optics. In this subsection, we present an AWG chip cleaved at the output FPR and the results of its characterization. The design of this AWG is the same as the first AWG, except that the output waveguides are not present. The fiber-coupling tapers are therefore used only on the input side. The CAD of this AWG is modified so as to have the focal plane of the output FPR along the crystal plane of the wafer for optical-quality cleaving. The length of the input waveguide is kept the same as that in AWG #1. The modified CAD is shown in Fig. 5.8. Since
the cutting edge has a tolerance of only about 10 \( \mu m \), we added an extra rectangle of width 40 \( \mu m \) at the end of the FPR to ensure that the light continues to propagate through the nitride region (i.e. FPR slab) even if there is an unintended offset in the cleaving position of a few tens of microns from the focal plane of the output FPR. In case of a cleaving offset, the effect of the extra rectangular section can be assessed by considering the extra length as an effective increment in the length of output FPR slab. This will alter the spectral channel spacing for a spectral order \( m \), according to the following relation [Takahashi et al., 1995]:

\[
\Delta \lambda = \frac{n_{slab}}{m} \times \frac{D_i D_o}{L_o},
\]

(5.1)

where \( \Delta \lambda \) is the spectral channel spacing, \( L_o \) (\( = 200 \ \mu m + \) cleaving offset) is the length of the output FPR, and \( D_i \) and \( D_o \) are the waveguide separation at the FPR-output interface (6 \( \mu m \)) and arrayed waveguide-FPR interface (6 \( \mu m \)), respectively. Hence, for each spectral order, \( \Delta \lambda \) is inversely proportional to \( L_o \) and \( d(L_o)/L_o = -d(\Delta \lambda)/\Delta \lambda \). Also, the focal plane of the AWG (i.e. the output FPR) is on the Rowland circle and therefore curved, but the cleaving happens along a line (i.e. crystal plane). This will cause a phase-mismatch of the interfering waves leading to a distortion of the spectral field pattern.

The sample was cleaved and had an unintended offset of nearly 20 \( \mu m \) (10% of the length of FPR) from the focal plane of FPR (as shown in Fig. 5.8). The AWG was annealed and characterized with a UHNA3 fiber scanning across the output FPR line over a range of 12 \( \mu m \) in steps of 2 \( \mu m \), with a positional accuracy of 0.1
The top panel of Fig. 5.9 shows a section of the spectral response (overall throughput) at six consecutive points (spaced by 2 $\mu$m) around the center of the FPR. For comparison with the transmission of the annealed AWG #1, the response needs to be integrated over 6 $\mu$m (since the spatial output channel spacing of the AWG is 6 $\mu$m, as described in section 3.1). When the fiber samples a region of the FPR, the observed power is the convolution of the mode-profile of the fiber and the spatial distribution of power at the FPR. Therefore, ideally, the fiber response should be de-convolved from the observed power to obtain the spatial distribution of power across the FPR and then it should be integrated over 6 $\mu$m for accurate comparison. However, such treatment would require a much finer scan with the
fiber with spatial steps of the order of 0.5 \( \mu m \) across the FPR. This problem can be circumvented if we use a fiber with a narrow mode-size (FWHM) and arithmetically sum the outputs of the sampled sections of the FPR over 6 \( \mu m \) to get the integrated power over 6 \( \mu m \). The UHNA3 fiber has a narrow mode-FWHM of 1.6 \( \mu m \) at 1550 nm. Therefore, it is safe to sum three consecutive steps of 2 \( \mu m \) to obtain the integrated power over a 6 \( \mu m \) region of the FPR. This integrated power is measured at the center of the scan range (in blue) and also at a point 6 \( \mu m \) offset from the center (in red) in the bottom panel of Fig. 5.9.

As mentioned earlier, the added rectangle allows for cleaving offsets, albeit at the cost of introducing distortions of the spectral intensity distribution. The peak throughput at the output face of the FPR is 26\% (−5.9 dB). For comparison, the overall throughputs of the annealed AWG #1 (shown in Fig. 5.7) and annealed-cleaved AWG #2 are 12\% (−9.2 dB) and 19.4\% (−7.1 dB), respectively, for the same spectral orders at \( \sim 1650 \) nm. This improvement in throughput can be explained as a result of the absence of the output waveguides (avoiding \( \sim 1.5 \) dB in propagation loss, estimated from section 4.2), the absence of coupling and taper losses (\( \sim 0.4 \) dB), and the replacement of the output FPR-waveguide interface with an FPR-fiber interface. Note that the propagation loss in the annealed AWG was \( \sim 2.6 \) dB/cm as estimated in section 4.2. The throughput for the 6 \( \mu m \) offset channel is lower than the central channel by about 1-1.5 dB. A possible reason for the attenuation is the offset between the curved FPR focal plane and the actual cleaving plane, which results in increasingly out-of-focus images at locations far from the center.

In AWG #2, the 20 \( \mu m \) offset is 10\% of the length of the FPR and therefore
Figure 5.9: Top panel: A section of the spectral response (overall throughput) of AWG #2 at six consecutive points (spaced by 2 \( \mu m \)) around the center of the FPR. Bottom left panel: The overall throughput integrated over a length of 6 \( \mu m \) along the FPR. The blue line shows the integrated throughput for the central point and the red line shows the same for a point 6 \( \mu m \) offset from the center. The dashed line indicates the peak overall throughput. The window above shows the measured variation of resolving power as a function of wavelength. Bottom right panel: A zoomed-in view of a section of the 6 \( \mu m \) integrated throughput response, showing the FSR, spectral channel spacing, and spectral FWHM.
results in the spectral channel spacing also being reduced by $\sim 10\%$ (following eq. 5.1). As expected from this, the wavelength separation is 1.5 nm at 1630 nm between the center and the off-center response instead of 1.6 nm for the original AWG (note that 6 $\mu$m is the spatial separation of the adjacent output channels of the designed AWG, as described in section 3.1). Further, the resolving power of the AWG has degraded as a result of de-focusing of the constructive interference peaks. The spectral FWHM measured in the central channel is 2 nm at a wavelength of 1630 nm, resulting in a resolving power ($\lambda/\delta \lambda$) of 815 instead of $\sim 1300$ for the original AWG. Also, there are substantial sidelobes in the AWG response, as seen in the bottom right panel of Fig. 5.9. This is possibly due to a phase-mismatch of the interfering waves since the cleaving happens along a straight line instead of the curved focal plane on the Rowland circle. Resolving these problems will require tuning the path differences in the array of waveguides so that the focal plane is flat instead of a Rowland circle [Lu et al., 2003]. Despite these issues, the device is made robust to cleaving offsets due to the added rectangular patch, without which the throughput would have substantially dropped due to reflections at the silicon nitride – silicon oxide interface in addition to de-focusing distortions. Therefore, the idea of adding the extended rectangle to the end of the FPR is pertinent to planning the next step of cross-dispersion and building an integrated photonic spectrograph.
5.5 Polarization insensitivity

The results presented in the previous section are for TE polarization. The TM mode is more lossy due to its weakly confined mode profile (with a confinement factor of $\sim 2\%$), leading to a substantial curvature loss in the AWG. For faint unpolarized astronomical sources, it is important to have a polarization-insensitive spectrograph to obtain maximum signal-to-noise ratios. The AWGs we presented here are based on rectangular ridge waveguides which make them intrinsically anisotropic and therefore birefringent. The TE and TM mode responses will be offset for any spectral order (by roughly $\Delta n_{\text{eff}}/n_{\text{eff}} \times \lambda$, where $\Delta n_{\text{eff}}$ is the difference between the effective indices of the TE and TM polarizations), unless special measures are taken to make the AWG polarization insensitive. One solution involves inserting a quarter-wave plate at the AWG axis of symmetry to equalize the path difference for the TE and TM modes [Takahashi et al., 1992]. But this method involves the added complexity of inserting material in the chip, which might incur substantial reflection losses. Another method is to have waveguides with a square cross-section. The fabrication of square waveguides with a high confinement factor ($>10\%$) will require a thick ($> 300 \text{ nm}$) deposition of Si$_3$N$_4$. This might lead to an additional sidewall scattering loss due to the non-uniformities associated with deep etching [Bauters et al., 2011a] and high stress in the deposited layers [Irene, 1976, Smith and Collins, 1990]. Also, a deeper etch would potentially make the thinnest structures in the AWG (eg. taper structures) more fragile, and thus the overall fabrication process more difficult. A better solution would be to achieve polarization independence...
in waveguides with rectangular or square-like cross-sections that can be fabricated without inducing excessive stress associated with the thicker nitride deposition. One solution towards a polarization independent design is discussed next.

A polarization independent AWG may be designed by tuning the waveguide geometry to get different spectral orders of TE and TM modes to precisely overlap each other, thereby creating an apparent polarization independent response. Assume a birefringent waveguide with TE mode effective index \( n_{\text{eff,TE}} \) and TM mode effective index \( n_{\text{eff,TM}} \). Also, in our case, we know that \( n_{\text{eff,TM}} < n_{\text{eff,TE}} \). Say, at a particular wavelength \( \lambda \), the TE mode is in spectral order \( m \) and the TM mode is in spectral order \( m' \). The AWG has a uniform incremental path difference between adjacent waveguides \( (\Delta L) \), which has to be the same for both polarizations since it is a fixed spatial length, and is given by [Okamoto, 2010]:

\[
\Delta L = \frac{m \lambda}{n_{\text{eff,TE}}} = \frac{m' \lambda}{n_{\text{eff,TM}}}
\] (5.2)

For \( m' = m - p \) where \( p \) is an integer, we get the condition for order overlap polarization independence,

\[
\frac{n_{\text{eff,TM}}}{n_{\text{eff,TE}}} = 1 - \frac{p}{m}
\] (5.3)

Thus, if we find a waveguide geometry with \( n_{\text{eff,TE}} \) and \( n_{\text{eff,TM}} \) such that it gives an integer solution to \( p \), then we will essentially get the \( m^{th} \) order of TE and the \( (m - p)^{th} \) order of TM overlapping to give an apparent polarization independence. As an example, consider waveguides with a thickness of 100 nm and a width close
Table 5.2: Search for appropriate waveguide geometry (integer solution to $p$) for a polarization insensitive AWG for TE order = 165

<table>
<thead>
<tr>
<th>Width (nm)</th>
<th>Height (nm)</th>
<th>TE ($n_{eff,TE}$)</th>
<th>TM ($n_{eff,TM}$)</th>
<th>$p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000</td>
<td>100</td>
<td>1.4445</td>
<td>1.4436</td>
<td>0.59</td>
</tr>
<tr>
<td>1200</td>
<td>100</td>
<td>1.4494</td>
<td>1.4442</td>
<td>0.95</td>
</tr>
<tr>
<td>1400</td>
<td>100</td>
<td>1.4567</td>
<td>1.4452</td>
<td>1.30</td>
</tr>
<tr>
<td>1900</td>
<td>100</td>
<td>1.4647</td>
<td>1.4469</td>
<td>2.00 **</td>
</tr>
<tr>
<td>2600</td>
<td>100</td>
<td>1.4718</td>
<td>1.4492</td>
<td>2.54</td>
</tr>
<tr>
<td>3000</td>
<td>100</td>
<td>1.4744</td>
<td>1.4502</td>
<td>2.70</td>
</tr>
</tbody>
</table>

to 2 $\mu$m to for a geometry that can give an integer solution to $p$ around our spectral order of 165 at a wavelength of 1600 nm. The search is summarized in Table 5.2. The solution was found to be $p = 2$ at width = 1.9 $\mu$m. Therefore, an AWG, constructed with a waveguide geometry of 1.9 $\times$ 0.1 $\mu$m and designed to have a spectral order ($m$) of 165 at 1600 nm wavelength, will have an apparent polarization independence around 1600 nm due to the overlap of 165$^{th}$ TE spectral order and 163$^{th}$ TM order. This technique can also be used to attain apparent polarization independence by fixing the waveguide geometry and tuning the spectral order for the overlap. In the future, we will explore this property as a factor in selecting the waveguide geometry for the AWG. One important aspect of this approach is the impact of the refractive index dispersion coefficients for TE and TM modes on the free spectral range (FSR) as a function of wavelength. The FSR is given by:

$$FSR = \frac{\lambda}{m} \times \frac{n_{eff}}{n_{group}},$$

(5.4)

where $n_{group}$ is the group index ($n_{group} = n_{eff} - \lambda \frac{dn}{d\lambda}$). Comparing the TE (order $m$)
and TM (order \(m - p\)) FSRs, we get:

\[
\frac{(FSR)_{TE}}{(FSR)_{TM}} = \frac{m - p}{m} \times \frac{n_{eff,TE}}{n_{eff,TM}} \times \frac{n_{group,TM}}{n_{group,TE}} = \frac{m - p}{m} \times \frac{n_{eff,TE}}{n_{eff,TM}} \times \frac{(n_{eff} - \frac{dn}{d\lambda})_{TM}}{(n_{eff} - \frac{dn}{d\lambda})_{TE}}
\]

(5.5)

Achieving the polarization insensitivity across several orders would require this ratio to be close to unity within 1-2\% to avoid any significant offset between TE and TM spectral responses. For materials or geometries yielding small dispersion coefficients, a ratio of FSRs close to unity can be attained for a large \(m\). For large spectral orders (say, \(m > 100\)) and small \(p\) (\(\sim 1\)), the ratio of FSRs will be determined by \(\frac{n_{eff,TE}}{n_{eff,TM}} \times \frac{n_{group,TM}}{n_{group,TE}}\), which needs to be as close to unity as possible. To investigate this ratio, we simulated several single-mode waveguide geometries for a silicon nitride waveguide buried in silica cladding. The simulations were performed using the full-vectorial FDM solver in the FIMMWAVE software\(^4\). It was found that for a fixed height, the wider waveguides yielded higher values for this ratio. In Fig. 5.10, the calculated ratios for the widest single-mode waveguide geometries are shown for the heights of 50 nm, 100 nm, 200 nm, and 300 nm. It was found that 5000 × 50 nm and 2000 × 300 nm are better-suited geometries for this method of polarization independence over a broad band. This technique can also be used for rectangular waveguide geometries and in materials with smaller dispersion coefficients such as SiO\(_2\).

For non-square waveguides, the mode sizes for TE and TM modes will be different. Consequently, the resolving powers will also be different for the two polar-

\(^4\)https://www.photond.com
Figure 5.10: The ratio $\frac{n_{\text{eff,TE}}}{n_{\text{eff,TM}}}$ for a set of different single-mode waveguide geometries. A ratio close to unity is desirable to achieve broadband polarization insensitivity over a broad band using the TE-TM order overlap method.

izations, with the larger mode-size polarization leading to a lower resolving power [Janz et al., 2006]. Therefore, for a device where polarization insensitivity is attained by using this method, the resulting spectral resolving power will be driven by the polarization with the larger mode size. This simple method to achieve the polarization insensitivity by order overlap can in principle be applied to many other fields of photonic instrumentation with different materials and different geometries.

5.6 Conclusions

Various techniques of photonics are being widely applied to the field of astronomical instrumentation. This paper describes the fabrication process of new AWGs designed specifically for astronomical applications. These AWGs have peak throughput of $\sim 23\%$, resolving power of $\sim 1300$, and cover 1450 nm to 1650 nm for TE polarization. The throughput is twice of that obtained in our previous work.
[Gatkine et al., 2016]. These results were obtained using a combination of UHNA3 fiber and an optimized fiber-coupling taper, providing a high coupling efficiency. We further described key practical issues and their possible solutions, such as removing the broad absorption feature around 1500 nm using annealing, cleaving at the focal plane (output FPR) of the AWG to prepare for the cross-dispersion step, and a way to tackle the cleaving tolerances. Finally, a novel way of designing a polarization insensitive AWG without the need for quarter-wave plates was introduced. It is based on the basic idea of tuning the AWG geometry to get different spectral orders of TE and TM modes to precisely overlap each other. The techniques described and demonstrated here will pave the way for future integrated photonic spectrographs.
In this chapter, we will discuss the ongoing efforts towards the integration of multiple components of the spectrograph to build a complete system and make it ready for an on-sky test.

6.1 An Integrated Photonic Spectrograph

The AWG chip described here is the principal component of the integrated astrophotonic spectrograph in the near-IR for ground-based telescopes (see Fig. 6.1). The other vital components include waveguide Bragg gratings (WBGs), photonic lanterns, and the cross-dispersion system. We briefly summarize WBGs and photonic lanterns here and describe the multi-input AWGs (needed to disperse the light from a photonic lantern) and the cross-dispersion system in more detail.

Ground-based near-IR spectroscopy, especially at moderate resolutions is challenging since the near-IR sky has a bright background due to the narrow ($\delta \lambda \sim 1\text{Å}$) and temporally fluctuating (over timescales of minutes) atmospheric OH-emission lines [Rousselot et al., 2000, Ellis and Bland-Hawthorn, 2008, Trinh et al., 2013, Zhu et al., 2016a]. For a low/moderate resolution spectrograph, it is important to selectively eliminate these OH-lines prior to dispersion to minimize the noise. Recently
demonstrated waveguide Bragg gratings (WBGs) construct notch filters in waveguides by carefully introducing subtle refractive index variations along their length to selectively eliminate the OH-emission lines prior to dispersion step in the AWGs [Zhu et al., 2016a, Hu et al., 2020].

These on-chip devices operate in single-mode waveguides, while the telescope illumination is multimode in nature due to atmospheric turbulence. A photonic lantern can be used to efficiently capture and guide the light into several single mode fibers/waveguides [Leon-Saval et al., 2010, Spaleniak et al., 2014]. The multimode light from the telescope is efficiently coupled into multimode fibers. A photonic lantern adiabatically tapers the multimode fiber into several single-mode fibers (the number depends on the point spread function [Horton and Bland-Hawthorn, 2007]). These single-mode fibers can then feed the integrated chip with WBGs and AWG on it. Various spectral orders of the dispersed AWG light are then separated in the orthogonal direction using a compact low-resolution cross dispersion setup and
thus the 2D spectrum will be imaged onto the detector. The schematic of such an integrated spectrograph is shown in Fig. 6.1. This design also provides the modularity to stack several of these integrated photonic chips fed by separate lanterns for multi-object spectroscopy or taking spectra of multiple wavebands simultaneously using dedicated photonic chips for each distinct waveband.

6.2 A Few-input AWG

In [Gatkine et al., 2017], we demonstrated a single-input, moderate resolution (R ∼ 1000), high-throughput (peak overall throughput ∼ 25%), broad-band AWG designed for H-band (1450–1550 nm). However, capturing the telescope light in a single mode fiber is not highly efficient since the beam is not diffraction limited due to atmospheric turbulence [Shaklan and Roddier, 1988]. Thanks to the recent developments in adaptive optics (eg. SCExAO), it is possible to achieve near-diffraction limited performance, thus allowing efficient coupling of light into a few-mode fiber in near-IR [Jovanovic et al., 2016]. In this paper, we are exploring the case of a three-input spectrograph as a test-bench to understand the challenges of a multi-input AWG from an astronomical perspective and propose solutions to effectively combine the light from multiple inputs to achieve a high signal-to-noise ratio spectrum. The combination also significantly reduces the number of detector pixels that would otherwise be required to image the spectrum from each single-mode fiber output of the photonic lantern.
Figure 6.2: The CAD of the designed multi-input AWG. The input waveguides are on the left and the output is sampled by 5 waveguides. There are 34 waveguides in the array. The footprint of the chip is 16 mm × 7 mm

6.2.1 Design

The AWG design is similar to the AWG in [Gatkine et al., 2017], but with three input waveguides (instead of one) at the same spatial separation as designed for the output waveguides. This spatial separation is chosen since it is the standard in wavelength division multiplexing application in telecommunication industry where the AWG approach originated [Smit and Van Dam, 1996]. The detailed design, throughput and wavelength response of the single-input AWG are described in [Gatkine et al., 2017]. The physical parameters of the current multi-input AWG are described in Table 6.1. The design free spectral range of the AWG is 9.5 nm, thus covering the entire H-band in roughly 23 spectral orders. The size of the AWG chip is 16 mm × 7 mm.
Table 6.1: Summary of the AWG design

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Design value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Spectral resolution for each input ((\lambda/\delta\lambda))</td>
<td>(\sim 1500)</td>
</tr>
<tr>
<td>2. Free spectral range for each input</td>
<td>(\sim 9.5) nm</td>
</tr>
<tr>
<td>1. Waveguide cross-section</td>
<td>(2.0 \times 0.1) (\mu m)</td>
</tr>
<tr>
<td>2. Number of waveguides</td>
<td>34</td>
</tr>
<tr>
<td>3. FPR length</td>
<td>200 (\mu m)</td>
</tr>
<tr>
<td>4. (\Delta L)</td>
<td>172 (\mu m)</td>
</tr>
<tr>
<td>5. Separation between waveguides at array-FPR interface</td>
<td>6 (\mu m)</td>
</tr>
<tr>
<td>7. Footprint</td>
<td>16 mm (\times 7) mm</td>
</tr>
</tbody>
</table>

6.2.2 Simulation

The AWG was simulated using \texttt{Rsoft} software \footnote{https://optics.synopsys.com} to study the characteristics of a representative spectral order centered around 1600 nm. There are 3 input waveguides for this AWG and the output FPR is sampled by 5 output waveguides. In the spectral domain, each of the ‘discrete’ output waveguides are separated by \(\Delta \lambda \sim 1.6\) nm (by design) in all the spectral orders. This is also called ‘channel spacing’. The AWG is simulated by illuminating each input waveguide one by one and calculating the response at each of the output waveguides. Here, we will focus on the central output channel of the AWG (as shown in Fig. 6.2) and explore how the wavelength response changes with various modifications in the input waveguides. For simplicity, we vary the input waveguide separation progressively as shown in Fig. 6.3.
Figure 6.3: Simulation results: Each plot shows the normalized throughput of the central output channel in red, green and blue when input 1, 2, and 3 are illuminated respectively. The three cases show the effect of bringing the input waveguides progressively closer by changing the waveguide separation from 3 times the waveguide width (i.e. 6 μm) to 2 times (4 μm) and further to 1.5 times (3 μm).
6.2.3 Simulation Results

Each off-center input gives an output spectrum that is shifted in wavelength by an amount (say, $d\lambda$) proportional to the offset from the central input waveguide. This $d\lambda$ shift leads to degradation of the resolving power roughly by a factor of

$$\text{number of input waveguides} \times \frac{d\lambda}{\Delta \lambda},$$

where $\Delta \lambda$ is the channel spacing as described in the above paragraph (in this case, $\sim 1.6 \text{ nm}$). The goal is to keep this shift minimal to reduce the degradation from the design resolving power. This way, the desired resolution can be achieved without increasing the intrinsic resolution of the AWG by a large factor (to compensate for the degradation).

Towards that objective, we employ the idea of minimizing the separation between the input waveguides to the maximum possible extent. We demonstrate this idea from the simulation described in Fig. 6.3. The waveguide separation and the effect on the resolving power degradation is summarized in Fig. 6.3 and Table 6.2. It is clear from these simulations that feeding the input light to the AWGs using a compact assembly of waveguides is a very effective approach for minimizing the central wavelength shift and thereby obtaining the desired resolution with minimal need of compensation.

Table 6.2: Summary of the AWG simulations

<table>
<thead>
<tr>
<th>AWG case</th>
<th>Resolving power degradation factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Input waveguide separation: 6µm, taper width: 4µm</td>
<td>1/3</td>
</tr>
<tr>
<td>2. Input waveguide separation: 4µm, taper width: 4µm</td>
<td>1/2.5</td>
</tr>
<tr>
<td>3. Input waveguide separation: 3µm, taper width: 3µm</td>
<td>1/2</td>
</tr>
</tbody>
</table>
6.2.4 Experimental Verification

We fabricated the multi-AWG shown in Fig. 6.2 corresponding to case 1 (input waveguide separation = 6 µm, taper width = 4 µm) using the fabrication methods described in Section 5.3.2. This AWG was characterized using the characterization setup described in Section 5.3.3. Each input waveguide of the AWG was illuminated individually and the spectrum at the central output waveguide was measured. The result of this measurement is shown in Fig. 6.4. As estimated from the simulations, the wavelength offset between the peaks corresponding to the neighboring inputs is ∼ 1.6 nm. This verifies and demonstrates the concept of multi-input AWG and its corresponding degradation of resolving power described in Section 6.2.3.

The other cases will be simulated in the future and a suitable multi-input AWG will be used in conjunction with a few-mode photonic lantern for the on-sky test. This demonstration will work as a stepping stone for fabrication and physically implementation of a higher resolution AWG (by increasing the spectral order) whose final resolution (including the resolution degradation) will be ∼ 1500.

6.3 Cross-dispersion setup

The cross-dispersion setup is to be used to separate the overlapping spectral orders at the output waveguides of the AWG or its exposed focal plane (as discussed in Section 5.4.3). In this section, we summarize the cross-dispersion system that we constructed, which will then be coupled with the multi-input AWG described above. This work was done in close collaboration with Meghna Sitaram.
6.3.1 Detector Characterization

Considering the separation of 20-23 overlapping spectral orders (each order with a free spectral range, $\Delta \lambda \sim 10$ nm) as previously described in Chapter 5 and Table 6.1, we assumed roughly 5- to 6-pixel separation between the orders, thus requiring a 2D detector array with more than $128 \times 128$ pixels. Our choice of the 2D detector array for the preliminary demonstration of cross-dispersed AWG was mostly driven by the cost. Thus, we chose Hamamatsu G12242-0707W image sensor, an Indium Gallium-Arsenide (InGaAs) 2D detector array with dimensions of $128 \times 128$ pixels and a pixel pitch of $20 \mu m$. The quantum efficiency of the detector in the H-band is 60%. We use the detector in conjunction with a C11512-02 detector head from Hamamatsu which includes the circuitry for driver, controller, thermo-

\[2\text{The complete datasheet can be found here:}\]
https://www.hamamatsu.com/resources/pdf/ssd/g12242-0707w_kmir1022e.pdf
electric cooler, and readout. The data and control instructions are transferred using a high-speed CameraLink interface. The image readout and control is performed using a software called DCAM-CL. Before any image acquisition, we perform a dark calibration by capturing an image with the detector covered.

We measure the saturation characteristics of the detector to determine the range of linear operation. This test was performed at $\lambda = 1450$ nm. For this test, a laser source fed a single-mode fiber. The fiber was coupled to a fiber collimator, which illuminated the detector. The maximum counts (i.e. the peak) were plotted as a function of input power and are shown in Fig. 6.5. From the saturation characteristics, we estimate that the detector starts to deviate from a linear rise at 42000 ADU. We estimated the flux in the brightest pixel by fitting a 2D Gaussian to the beam profile. Thus, the flux where the detector starts to deviate from a linear rise is $1.3 \mu W \text{ pixel}^{-2}$.

6.3.2 Cross-dispersion optics

Next, we designed and tested a cross-dispersion setup using a collimated fiber as a source and a blazed grating as a cross-disperser. As described earlier, the AWG disperses the light in the vertical direction and the cross-disperser separate the order in horizontal direction. The setup of the cross-dispersion system is shown in Fig. 6.6. We use an off-the-shelf NIR grating from Thorlabs. The blaze angle and the groove density are $28^\circ41'$ and 600/mm, respectively. The angle of the diffracted

---

3The complete datasheet can be found here: https://www.hamamatsu.com/resources/pdf/ssd/c11512_series_kacc1194e.pdf

light of spectral order $m$ for a blazed grating is given by the grating equation:

$$a\left[\sin(\theta_m) + \sin(\theta_i)\right] = m\lambda \quad (6.1)$$

Here, $a$ is the groove spacing ($=1666$ nm), $m$ is the spectral order ($=1$), $\theta_i$ is the incidence angle and $\theta_m$ is the angle of the diffraction ray. Note that $\theta_i$ and $\theta_m$ are both positive if they are on the same side of the normal. A blazed grating schematic is shown in Fig. 6.7. For cross-dispersion, the differential angle ($\Delta \theta_m$) for $\Delta \lambda = 10$ nm (which is the span or FSR of one spectral order of the AWG). $R\Delta \theta$ (for $\Delta \theta$ in radians) gives the distance between the two separated orders of the AWG on the detector plane. Here $R$ is the distance between the grating and the detector. Figure 6.7 shows the differential angle ($\Delta \theta_m$ in degrees) as a function of wavelength and incidence angle.

To ensure appropriate mounting and to accommodate maximum number of
spectral orders, we select $\theta_i = 30^\circ$. Using a converging lens of magnification 0.14, we achieve a dispersion of approximately 120 $\mu m$ or 6 pixels and a beam diameter of approximately 4.5 pixels, as shown in Fig. 6.8 for $\lambda_1 = 1355$ nm and $\lambda_2 = 1365$ nm. This will allow us to accommodate about 20 spectral orders from the AWG.

With a compact 3D-printed mounting setup in the future, the distance between the grating and detector will be smaller, making it possible to accommodate more than 20 spectral orders. The current size of the setup is $\sim 30 \text{ cm} \times 30 \text{ cm}$, but most of the space is taken up by the alignment stages on the optical bench. This can be condensed to a $15 \text{ cm} \times 15 \text{ cm}$ form factor (including the AWG) using a custom 3D-printed mount with precise alignment. Thus, the eventual volume of the instrument will be just $15 \times 15 \times 15 \text{ cm}^3$, ideal for deployment at any telescope.
Figure 6.7: Left: A schematic of a blazed grating showing the angles of the incident beam, zeroth order beam, and first order beam (Reference: Thorlabs.com). Right: The computed variation of differential angle in degrees ($\Delta \theta_m$) for $\Delta \lambda = 10$ nm as a function of wavelength and incidence angle.

Figure 6.8: Left: Two images showing the light output from the grating setup at 1355 nm and 1365 nm. The beam has a diameter of about 5 pixels and has a dispersion of about 6 pixels between the 1355 nm beam and the 1365 nm beam. Right: The same result with the cross-sections of the beams of 1355 nm (blue) and 1365 nm (red) wavelengths.
6.3.3 Future work: Integration with the AWG

The next step is to incorporate the AWG as in the input source instead of the fiber. The collimated light from the AWG will then be dispersed by the blazed grating in orthogonal direction (thus, separating the spectral orders of the AWG) and imaged on the detector. To collimate the AWG output, the opening angle of the emergent beam from the waveguide has to be determined. We simulated the chip-to-air propagation for an output waveguide using Rssoft software and estimated the opening angle to be 59 degrees (i.e. $2 \times$ half-angle) as shown in Fig. 6.9. A schematic of the final assembly of the spectrograph with the AWG and cross-dispersion system is shown in Fig. 6.10. Once the AWG chip is packaged and mounted as per the schematic, the system will be ready for its first on-sky test.
Figure 6.10: A schematic showing the AWG + cross-dispersion assembly. The AWG output facet will be mounted at the focal plane of the collimating lens. Each bright color indicates the finer dispersion by the AWG (with $\delta \lambda \sim 1$ nm), albeit with overlapping spectral orders. The blazed grating performs coarse dispersion ($\Delta \lambda \sim 10$ nm) and thus, separates the spectral orders in orthogonal direction (as shown by the shades of the colors). [Adopted from Meghna Sitaram’s honors thesis].
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In this chapter, we highlight important takeaways from this thesis and lay down a path forward.

7.1 GRB afterglows as probes of the CGM

7.1.1 Summary

In this part of the thesis, we set out to investigate the properties of the CGM at high redshifts using the bright afterglows of gamma-ray bursts (GRBs) as background sources probing the CGM of their own host galaxies. Our CGM-GRB sample consisted of 27 high-resolution (R > 6000) rest-frame UV spectra of GRB afterglows in a redshift range (2 ≲ z ≲ 6). We also measured the M, and SFR of their host galaxies to explore the CGM/outflow-galaxy correlations. For these correlations, we focused on three outflow properties — outflow column density (N_{out}), maximum outflow velocity (V_{max}), and normalized maximum velocity (V_{norm} = V_{max}/V_{circ,halo}, where V_{circ,halo} is the halo circular velocity). The following are our key findings:

1. High-ion-traced outflows: We find stronger blue wings in high-ion species (Si IV, C IV) compared to the low-ion species (Si II, Fe II), indicative of the presence of
ubiquitous warm outflows in the GRB hosts at high redshifts. [Chapter 2]

2. CGM kinematics: Using kinematic models, we estimated typical values of CGM properties (for the sample) such as CGM mass ($10^{9.8} \ M_\odot$) and outflow launch velocity (300 km s$^{-1}$). The mass of the CGM inferred from this model is comparable to the typical stellar mass of the host galaxies, thus suggesting a significant reservoir of baryons already existing in the CGM at $z \gtrsim 2$. [Chapter 2]

3. CGM-galaxy co-evolution: By comparing our results with previous C IV absorption studies, we find a possible CGM-galaxy co-evolution. Over the course of evolution of present-day galaxies with $M_* > 10^{10} \ M_\odot$, the ratio of C IV mass in the CGM to the stellar mass remains fairly uniform, such that log($M_{CIV}/M_*$) $\sim -4.5$ within $\pm 0.5$ dex from $z \sim 4$ to $z \sim 0$, suggesting a CGM-galaxy co-evolution over 10 billion years. [Chapter 2]

4. Dust-obscuration: From the radio observations of four massive GRB hosts in our sample, we inferred that the GRB hosts in our sample are not heavily dust obscured, and hence, their SFRs can be estimated reliably using the established dust-correction methods for main-sequence galaxies. [Chapter 3]

5. Star-formation-driven outflows: We observe clear trends of $N_{out}$ and $V_{\text{max}}$ with increasing SFR in high-ion-traced outflows. These correlations indicate that these high-ion outflows are driven by star formation at these redshifts (in the mass range log($M_*/M_\odot$) $\sim 9 - 11$). [Chapter 4]

6. Outflows and metal enrichment: We find, for the first time at high redshifts, a strong ($> 3\sigma$) trend of normalized velocity ($V_{\text{norm}}$) decreasing with halo mass and increasing with specific SFR (sSFR), suggesting that outflows from low-mass halos
and high sSFR galaxies are most likely to escape and enrich the outer CGM and IGM with metals. [Chapter 4]

7.1.2 Future Work

The relevant future steps have been described in each chapter individually. Here we summarize a path forward for specific investigations.

1. Adding structured outflows to our toy models: Our kinematic toy models of the CGM-galaxy system have proved very useful in simulating various CGM/galaxy properties/scenarios and their implications on the observed spectra, in a simplified manner and without requiring a full-scale cosmological zoom-in simulation. In the current version, we have assumed spherically symmetric outflows. However, with the observed scatter in the $N_{\text{out}} - \text{SFR}$ correlations, there is a possibility that it may arise from a structured outflow. Therefore, we will add a structured outflow functionality to our toy models and investigate the implication of the structured (eg: biconical) outflows on the observed GRB afterglow spectra.

2. Photo-ionization modelling: We will use the industry standard code called Cloudy [Ferland et al., 2017] for ionization modeling of the multi-phase CGM. The main idea here is to build a Bayesian toolkit for photo-ionization modeling to constrain the ionization fraction and thus, the metal mass in the warm-phase CGM. A grid of models will be built using a parameter space of inputs including the extragalactic ionizing background, density profile in the CGM, temperature of the gas and its metallicity. A posterior probability distribution of the input parame-
ters will then be calculated using the Markov Chain Monte Carlo (MCMC) method. Using this analysis, we will constrain the ionization fraction of various species in the multi-phase CGM with robust uncertainties. This tool builds on the Bayesian Voigt-profile fitting tool presented in this thesis (Section A.1).

3. Measuring the molecular gas in the high-z GRB hosts: It is important to measure the gas mass in the host galaxies to estimate the mass of metals stored in the galaxy and compare it against the mass of metals in the CGM. At high redshifts, the majority of the gas is in the form of molecular clouds [Daddi et al., 2010, Tacconi et al., 2018]. We were recently awarded 26 hours of VLA time (PI: Gatkine, VLA 2020A) to probe CO 1-0 emission in two GRB hosts with high sensitivity. We have acquired the data and we see a tentative detection of redshifted CO 1-0 emission in one of the two GRB hosts in the preliminary data reduction. In the future, we plan to deepen our limits using ALMA observations.

Through our CO observations, we seek to address several important questions:

1) Where do GRB hosts reside in the SFR vs $M_{\text{gas}}$ parameter space at $z > 2$ and what are its implications on their gas depletion timescales?

2) Can metal enrichment be sustained for 1 Gyr timescales? What fraction of metals are distributed in the CGM vs ISM?

3) How do the line-of-sight column densities compare with the bulk molecular gas content?
7.2 Development of photonic spectrographs

7.2.1 Summary

In this part of the thesis, we set out to develop a new tool – a spectrograph on a chip – which will eventually expand the galaxy evolution investigation to the first galaxies in the universe ($z > 6$). Astrophotonics is the new frontier technology to channel, manipulate, and disperse guided light to efficiently achieve various scientific objectives in astronomy in a miniaturized form factor. Our instrumentation efforts are summarized as follows:

1. A compact, high-throughput AWG: We used the concept of arrayed waveguide gratings (AWG) to develop an on-chip photonic spectrograph in the H band (1.45 – 1.65 $\mu$m) with a moderate resolving power of $\sim$1500, a peak throughput of $\sim$23%, and a size of only 1.5 cm $\times$ 1.5 cm. [Chapter 5]

2. Adaptations for AWGs: We explored the following adaptations to enable practical implementation of an AWG for astronomical spectroscopy: a) high-coupling efficiency ($\sim$ 95%) tapers to couple the light between the fibers and AWGs, b) cleaving at the output focal plane of the AWG to provide continuous wavelength coverage, [Chapter 5] and c) a multi-input AWG design to simultaneously receive light from multiple single-mode fibers emanating from a photonic lantern and thus, produce a combined spectrum. While, combination reduced the total number of detector pixels required (and hence the readout noise), it also proportionally degrades the resolving power. [Chapter 6]
3. The cross-dispersion setup: We built a cross-dispersion setup which will orthogonally separate the overlapping spectral orders in the AWG and thus image the full spectrum on the detector. We achieved a spot diameter of 5 pixels and a spatial dispersion of 6 pixels for $\Delta \lambda = 10$ nm (i.e. the wavelength spacing between the consecutive spectral orders of our AWG).

7.2.2 Future Work

The work presented in this thesis is a crucial stepping stone towards building a high-throughput, miniaturized spectrograph for the next generation of ground-, balloon-, and space-based telescopes. Building on this work, the next step is to conduct an on-sky test and improve the AWG performance to match or exceed that of the conventional spectrographs while keeping a compact form factor. We summarize the future work in that direction with the following points:

1. Photonic Integration and on-sky test: In order to incorporate the AWG with the cross-dispersion setup, the input facet of the AWG will be permanently bonded with the input fibers. The fiber-waveguide alignment will be done using the 10-nm precision alignment stages described in Section 5.3.3 and a UV-curing epoxy will be used to permanently join the fiber with the chip. This step will be done with all the inputs of the multi-input AWG. The packaged AWG will then be integrated with the cross-dispersion setup as shown in Fig. 6.10. The AWG and the elements of the cross-dispersion system will be mounted in a custom 3D-printed enclosure to make it a fully-packaged portable instrument.
Figure 7.1: Left: A 1-to-7 photonic lantern that we fabricated at the Sydney Astrophotonic Instrumentation Laboratory (SAIL). The orange-black end is the multi-mode fiber end and the yellow-green ends are the single-mode fiber ends. Right: The improved propagation loss of $\sim 0.2$ dB/cm across the H band (1450 - 1650 nm) using the TEOS recipe for top cladding deposition [Hu et al., 2020]. The black line shows the propagation loss without annealing (for a spiral of inner radius $= 500 \mu m$) and the red line shows the same with annealing at 1150 °C (for a spiral of inner radius 750 $\mu m$).

The fibers that feed the multi-input AWG will be connected to the single-mode ends of the photonic lantern. I fabricated 1-to-3 and 1-to-7 photonic lanterns with the help of Drs. Chris Betters and Sergio Leon-Saval at the Sydney Astrophotonic Instrumentation Laboratory (University of Sydney) in Australia. A 1-to-7 photonic lantern is shown in Fig. 7.1. We measured the throughput of the multi-mode to single-mode transition in these photonic lanterns to be $75 \pm 5\%$.

The on-sky test will be conducted using a commercial 12-inch telescope. The multi-mode end of the photonic lantern will collect the light from the focal point of the telescope and the single-mode ends will feed the multi-input AWG and the 2D spectrum will be read out at the detector. The on-sky test will help characterize the overall throughput and the performance of the complete instrument pipeline.

2. Improving the AWG throughput: The AWG throughput can be significantly
enhanced using the new modifications in the fabrication recipe. As recently demonstrated in [Hu et al., 2020], the propagation loss and broadband absorption in our SiN waveguides can be substantially reduced over the H band by using the TEOS recipe (Si(OC$_2$H$_5$)$_4$ and O$_2$) instead of silane recipe (SiH$_4$, NH$_3$ and N$_2$) for the deposition of the SiO$_2$ top cladding (see Fig. 7.1). This recipe, in conjunction with high-temperature annealing can reduce the propagation loss in the waveguides to $\sim$ 0.2 dB/cm (versus the previous 1.5 dB/cm) over the H band. This will improve the total throughput of the AWG to more than 40% (versus the previous 25%).

3. Incorporating the waveguide Bragg gratings on the AWG chip: The waveguides can be used as an ensemble of sharp notch filters (width $\sim$ 1 Å, rejection ratio $\sim$ 1000) by carefully introducing subtle refractive index variations along their length in a complex pattern [Bland-Hawthorn et al., 2011, Zhu et al., 2016a]. The fiber-based version of these devices have been demonstrated for atmospheric OH-emission suppression in the near-IR to minimize the sky background [Trinh et al., 2013].

Our next step will be to integrate waveguide Bragg gratings on the AWG chip such that the incoming light passes through the Bragg gratings before being fed to the AWG. With this, the signal-to-noise ratio of the resulting spectrum will be significantly improved due to the pre-dispersion suppression of the OH background. Recently demonstrated spiral waveguide Bragg gratings on SiN platform [Hu et al., 2020] are ultra-compact (1 mm diameter), and hence are perfectly suited for integration on the AWG chip itself. This innovation will give rise to an ultra-compact, integrated filter-disperser with high throughput and low sky background, which can be easily deployed on both small as well as large telescopes.
**4. Flat focal plane AWG:** We discussed the characteristics of an AWG chip cleaved along its focal plane in Section 5.4.3. The exposed focal plane provides an access to a continuous spectrum as opposed to a discretized spectrum sampled by the output waveguides. However, the focal plane of a conventional AWG is a circle (called the Rowland circle). Hence, cleaving it along a flat plane leads to defocusing and distortion of the spectrum. One solution to this problem is using a three-point-stigmation design for an AWG, which can be used to create a flat focal plane [Lu et al., 2005]. Our collaborator, Yiwen Hu, is currently exploring this. We plan to integrate this design to create a continuous-spectrum AWG spectrograph in the near future. Eventually, this design will help us directly couple the AWG with a 1D detector array and eliminate all the free-space optical elements.
A.1 Voigt profile fitting using MCMC

As described in section 2.3.2, we developed an MCMC-based code for multi-component Voigt profile fitting. There are four key components in this Bayesian approach to Voigt-profile fitting: definition of Voigt function, prior distribution, log-likelihood of a set of parameters, and posterior function.

**Definition of Voigt function:** In this analysis, we convert the spectrum in rest frame for each transition under consideration. The line properties are taken from [Morton, 2003], [D’Elia et al., 2014], and the NIST database. For given properties of a transition (wavelength $\lambda_0$, oscillator strength $f_{osc}$, and damping constant $\gamma$), the normalized flux at a wavelength $\lambda$ is given by:

$$F(v)_{N,b,\lambda_0} = \exp[-\tau(\lambda)] \quad (A.1)$$

where $\tau(\lambda)$ is the optical depth as a function of wavelength in rest frame and

---

1[https://physics.nist.gov/PhysRefData/ASD/lines_form.html](https://physics.nist.gov/PhysRefData/ASD/lines_form.html)
\( \lambda_0 \) is the line center. The optical depth is further parametrized as:

\[
\tau(\lambda)_{N,b,\lambda_0} = \frac{Nf_{osc}\sigma_0\lambda}{b} V(\lambda)_{b,\lambda_0} , \text{with } \sigma_0 = \frac{\sqrt{\pi e^2}}{m_e c}
\]  

(A.2)

where \( V(\lambda) \) is the Voigt function defined by a convolution of the Doppler-broadened Gaussian profile (depends on \( N, b, f_{osc} \)) and pressure-broadened Lorentzian profile (depends on the damping coefficient, \( \gamma \)). For the functional form of the Voigt profile, see eq. 6 in [Petitjean, 1995]. The Voigt function in our code is evaluated using the \texttt{Voigt1D} routine in \texttt{astropy} implemented using a high accuracy analytical approximation described in [McLean et al., 1994]). Since the continuum is separately fitted and normalized (see 2.3.2), we do not add a continuum model in this treatment. The modeled \( F(v) \) is further filtered using a Gaussian kernel of width equal to the line spread function of the instrument used to obtain the spectrum.

**Posterior distribution function:** The posterior distribution function represents the probability distribution of a set of model parameters given the observed data. In this case, the model of the optical depth as a function of velocity \((\tau(v))\) is defined as a sum of Voigt profiles of multiple absorbing components for a given transition. The model parameters are denoted by \( \Theta = [N_i, b_i, v_{0,i}]_{i=1,2,...,n} \) where \( n \) is the number of absorbing components to be fitted to the line transition. According to Bayes’ theorem,

\[
p(\Theta|D) = \frac{p(D|\Theta)p(\Theta)}{p(D)}
\]  

(A.3)

where \( D \) is the observed data. The distributions \( p(\Theta|D), p((D|\Theta), p(\Theta) \) are
the posterior distribution, likelihood distribution, and prior distribution. The normalization $p(D)$ is independent of model parameters here and therefore, the parameter estimation can be achieved by maximizing the product of likelihood and prior distributions. We use a python package called emcee which implements the ensemble sampling algorithm as described in [Foreman-Mackey et al., 2013] to efficiently sample the posterior distribution in a high-dimensionality and often correlated parameter space in this particular problem.

**Definition of likelihood function:** To evaluate the likelihood of a particular set of parameters, a noise model is required. We use a Gaussian noise model assuming large photon number limit. This model is suitable for fitting the non-saturated absorption components. Although it may not serve as the best approximation for saturated parts of the spectrum, it is well suited for fitting the wings (due to large number of photons) of such saturated components. The likelihood function is defined as follows:

$$p(D|\Theta) = \frac{1}{\sqrt{2\pi\epsilon_i^2}} \exp \left[ -\frac{(D_i - F_i)^2}{2\epsilon_i^2} \right]$$

(A.4)

where $D_i$, $\epsilon_i$, $F_i$ are the observed flux, error in the flux, and model flux at a certain wavelength $i$.

**Prior distribution:** A uniform prior distribution is defined over the range of possible values for each parameter to ensure its non-informative nature over this range (eg: log($N_{SiIV}$) from 9 to 18 and b-parameter from 5 to 70 km s$^{-1}$). The number of absorbing components to be fitted to a line transition are manually selected by validating their presence and strength in another transition of the same species or
a doublet/triplet system and/or another transition of similar ionization state. This approach is particularly helpful for saturated lines where the number of absorbing components can be constrained by identifying the components in weaker transitions of the same species or the same class (high-/low-ion). The priors for line centers are manually provided as 50-90 % of the extent of the particular component in velocity.

The region very close to sky lines is not considered while defining components. In addition, we mark all the lower-z intervening systems identified in the literature for each GRB. This way, any undesirable contamination is avoided. The initial guesses provided to the algorithm are randomly sampled from the range defined in the prior distribution. In case of doublets or multiplets, the spectra are fit simultaneously. The likelihood distribution for these systems is defined as the product of likelihood distributions of individual transitions. This ensures that the resulting posterior distribution represents the complete doublet/multiplet system.

**Parameter estimation:** The number of steps required to establish a reasonable convergence of the Markov chains is estimated using the autocorrelation time method as described in the emcee package [Goodman and Weare, 2010, Foreman-Mackey et al., 2013]. We increase the number of steps (i.e. length of a Markov chain) in powers of 4 (capped at $10^5 \times$ no. of parameters due to computational limit) until the autocorrelation time converges within 10% of the previous step. The optimal parameters are obtained by maximizing the marginalized posterior distribution function for each parameter. The 1-σ confidence interval is estimated as the range of parameter value that covers the central 68% of the marginalized posterior distribution.
A.2 Line-of-sight simulation with toy model

The GRB sightline through the galaxy ISM and CGM is simulated using a simple toy model to understand the kinematic distinction between the ISM and CGM in a statistical sample and use it to better estimate the physical properties from the observed data. A large number of GRB explosions are simulated in a representative galaxy with randomly chosen burst locations in the galactic disk and pointing directions. We assume a typical stellar mass of the GRB host galaxy of $\sim 10^{9.3} \, M_\odot$ at $z > 2$ for these simulations ([Perley et al., 2016b]). The halo mass ($M_h$) is taken as $10^{11.2} \, M_\odot$ as described in previous simulations in the literature [Hopkins et al., 2014, Wechsler and Tinker, 2018]. The virial radius is calculated using a NFW profile for the dark matter distribution and standard cosmological parameters ($\Omega_m = 0.3$, $\Omega_{rad} = 0$, $\Omega_\Lambda = 0.7$). The virial radius for the simulated galaxy at $z \sim 2.5$ is 50 kpc. The corresponding virial velocity is $\sim 100 \, \text{km s}^{-1}$. The assumed setup for the simulation is summarized in Table A.1.

**Geometrical Setup:** The galaxy is modeled as a cylinder with radius $r_{\text{galaxy}}$ and height $h_{\text{galaxy}}$. This volume is treated as the extent of the ISM with an exponential density distribution such that the total enclosed mass equals $M_{\text{ISM}}$ and half of the mass is enclosed within the half-light radius ($R_e$). For simplicity, we assume that the mass of the ISM traced by high-ion species ($M_{\text{ISM}}$) is equal to the stellar mass of the galaxy ($M_*$). $R_e$ is assumed to be 2 kpc following previous observations of
Figure A.1: A sample plot to show the parameter estimation using the MCMC-based method. N, b, and ctr_v indicate the column density, Doppler parameter and central velocity of the respective component. In this example, the C IV doublet is fitted together. The corner plot shows the marginalized posterior distribution function. The 1-σ parameter uncertainty is estimated as the range of parameter value that covers the central 68% of the marginalized posterior distribution function.
Figure A.2: Same as Fig. A.1 for GRB 161023A with an R $\sim$ 8000 spectrum (X-shooter). The corner plot shows the marginalized posterior distribution function for Si II 1526. The 1-$\sigma$ parameter uncertainty is estimated as the range of parameter value that covers the central 68% of the marginalized posterior distribution function.
Figure A.3: Overall simulation CIV kinematics with $\log(M_{CGM}/M_\odot) = 9.8$ are decomposed into ISM and CGM components and shown with (right) and without (left) an outflow component. The simulations are run for 200 GRB sightlines, which are shown in faint traces and the average column density profiles are shown in dark traces. The figure on the right has $v_{out} = 250$ km s$^{-1}$ and $f_{out} = 0.25$.

Table A.1: Typical values of the toy model parameters, $z \sim 2.5$

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
<th>References (as applicable)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Galaxy stellar mass</td>
<td>$\log(M_*)$</td>
<td>9.3</td>
<td>[Perley et al., 2016b]</td>
</tr>
<tr>
<td>Galaxy halo mass</td>
<td>$\log(M_h)$</td>
<td>11.2</td>
<td>[Hopkins et al., 2014], [Wechsler and Tinker, 2018]</td>
</tr>
<tr>
<td>Mass in the ISM$^a$</td>
<td>$\log(M_{ISM})$</td>
<td>9.3</td>
<td></td>
</tr>
<tr>
<td>Mass in the CGM$^a,b$</td>
<td>$\log(M_{CGM})$</td>
<td>9.3, 9.8, 10.3</td>
<td></td>
</tr>
<tr>
<td>Galaxy half-mass radius</td>
<td>$R_e$</td>
<td>2 kpc</td>
<td>[Wainwright et al., 2007], [Blanchard et al., 2016]</td>
</tr>
<tr>
<td>Galaxy radius</td>
<td>$r_{galaxy}$</td>
<td>4 kpc</td>
<td></td>
</tr>
<tr>
<td>Galaxy height</td>
<td>$b_{galaxy}$</td>
<td>3 kpc</td>
<td></td>
</tr>
<tr>
<td>Radial range of GRB location</td>
<td>$R_{GRB}$</td>
<td>0.4 – 4 kpc</td>
<td>[Blanchard et al., 2016]</td>
</tr>
<tr>
<td>Max. height of GRB location</td>
<td>$h_{max}$</td>
<td>± 1 kpc</td>
<td></td>
</tr>
<tr>
<td>Virial radius</td>
<td>$R_{vir}$</td>
<td>50 kpc</td>
<td></td>
</tr>
<tr>
<td>CGM cloud radius</td>
<td>$R_{cloud}$</td>
<td>0.4 kpc</td>
<td></td>
</tr>
<tr>
<td>Volume filling fraction</td>
<td>$f_{vol}$</td>
<td>0.1</td>
<td>[Stocke et al., 2013], [Werk et al., 2016]</td>
</tr>
<tr>
<td>Simulation region</td>
<td>–</td>
<td>$2 \times R_{vir}$</td>
<td>[Shen et al., 2013]</td>
</tr>
<tr>
<td>Flat rotation velocity</td>
<td>$v_{flat}$</td>
<td>100 km s$^{-1}$</td>
<td>[Arabsalmani et al., 2018]</td>
</tr>
<tr>
<td>ISM dispersion velocity</td>
<td>$\sigma_{v,ISM}$</td>
<td>50 km s$^{-1}$</td>
<td>[Lan and Mo, 2018]</td>
</tr>
<tr>
<td>CGM dispersion velocity</td>
<td>$\sigma_{v,CGM}$</td>
<td>100 km s$^{-1}$</td>
<td>[Lan and Mo, 2018]</td>
</tr>
<tr>
<td>Outflow launch velocity$^b$</td>
<td>$v_{out}$</td>
<td>200, 250, 300 km s$^{-1}$</td>
<td></td>
</tr>
<tr>
<td>Outflow launching radius</td>
<td>$R_{launch}$</td>
<td>2 kpc</td>
<td></td>
</tr>
<tr>
<td>Outflow fraction$^b$</td>
<td>$f_{out}$</td>
<td>0.25, 0.5, 0.75</td>
<td>[Ford et al., 2014], [Muratov et al., 2015]</td>
</tr>
<tr>
<td>Number of sightlines</td>
<td>–</td>
<td>200</td>
<td></td>
</tr>
</tbody>
</table>

The boldfaced values are for the optimal toy model which best explains the observed C IV column density profile.

$^a$ The mass of warm ionized CGM traced by the C IV ion ($T \sim 10^{4.5–5.5}$K)

$^b$ These parameters are modified to obtain a model that closely matches the observations.
GRB hosts [Wainwright et al., 2007, Blanchard et al., 2016]. The CGM is defined as a sphere of radius $R_{\text{CGM}}$ surrounding the galaxy. This sphere is populated with a uniform probability distribution by clouds of radius $R_{\text{cloud}}$ and each cloud has a gas number density that is given as:

$$n_{\text{cloud}} = n_0 \left( \frac{r}{r_0} \right)^{-2}$$  \hspace{1cm} (A.5)

where $r$ is the radial coordinate of the cloud and $r_0$ is a reference radius. In this simulation, $r_0$ is taken to be the same as $r_{\text{galaxy}}$. The gas number density in the CGM clouds at $r_0$ is $n_0$. The radial density variation is modeled as inverse square law assuming the clouds originate from a mass conserving galactic outflow ([Chisholm et al., 2017]), consistent with other CGM modeling efforts at $z \sim 2.5$ (eg: equation 22 in [Steidel et al., 2010]).

A constant volume filling fraction (i.e. the fraction of CGM volume filled by the clouds) of 0.1 is assumed, in line with the volume filling fraction estimates in local CGM studies [Werk et al., 2016, Stocke et al., 2013]. The value of $n_0$ is selected such that the integrated mass in the CGM (within $2 \times R_{\text{vir}}$) equals $M_{\text{CGM}}$ for a given model. $M_{\text{CGM}}$ is the mass of CGM phase traced by C IV ion and is considered a variable quantity among different models. $M_{\text{CGM}}$ is selected to be roughly within an order of magnitude of the stellar mass. This assumption is in line with the observations and models presented in the literature (see Fig. 8 in [Tumlinson et al., 2017] and [Shen et al., 2013, Peeples et al., 2018]).

**GRB location:** The location of the GRB is randomly selected with a uniform
spatial probability distribution in the region within $r_{\text{inner}}$ and $r_{\text{galaxy}}$, where $r_{\text{inner}}$ is chosen to be 0.4 kpc since the GRB host imaging surveys indicate that $\sim80\%$ of the long GRBs to have an offset greater than 0.4 kpc [Blanchard et al., 2016]. The vertical location of the GRB is constrained within $\pm h_{\text{max}}$, where $h_{\text{max}}$ is chosen to be 1 kpc to constrain the occurrence of GRBs in the region of active star formation. The GRB sightline is randomly chosen with a uniform probability distribution.

**Kinematics:** For the ISM kinematics, a flat rotation curve is assumed with $v_{\text{circ}} = 100 \text{ km s}^{-1}$, in accordance with the stellar mass of the GRB host galaxy [Arabsalmani et al., 2018]. A 3-dimensional velocity dispersion ($\sigma_{v,\text{ISM}}$) of 50 km s$^{-1}$ is added to this. The individual CGM clouds move at random velocities with an isothermal distribution described by a Gaussian centered at 0 km s$^{-1}$ with a standard deviation ($\sigma_{v,\text{CGM}}$) of 100 km s$^{-1}$, given by the virial velocity of the halo. The dispersion speed is informed by the assumption of the galaxy mass and prior estimates from local and high-z CGM observations ([Steidel et al., 2010, Lan and Mo, 2018]). In this construct, although the column density depends on the value of $M_{\text{CGM}}$, the kinematic extent of the CGM is fairly insensitive.

**Outflows:** In order to simulate galactic outflows, a radially outward component is added to a fraction $f_{\text{out}}$ of the CGM clouds. The outflow velocity varies with the radial coordinate of the cloud to model the ballistic motion under the gravity of the dark matter halo. The outflow launch velocity at a radial distance ($R_{\text{launch}}$) of 2 kpc is defined as $v_{\text{out}}$. The fraction $f_{\text{out}}$ is assumed to be $25 - 75\%$, in line with circumgalactic outflow simulations ([Muratov et al., 2015, Ford et al., 2014]).
outflow launch velocity is varied between $200 - 300$ km s$^{-1}$ with a step of 50 km s$^{-1}$ ([Muratov et al., 2015, Lan and Mo, 2018]). The outflow component is only added up to the radius where it decelerates to zero, i.e., no inflow component is added. The kinematics obtained from the observed data can be used to constrain $f_{out}$ and $v_{out}$.

**Simulation scheme:** A GRB location and line of sight (LOS) is selected. Within the ISM portion of the LOS, the length is divided into 100 sections. For each section, the component of velocity along the LOS and the column density is evaluated. In the CGM portion, the column density contributed by intersecting clouds and the LOS velocity is evaluated. The zero velocity for kinematics is defined as the LOS velocity of the material in the immediate vicinity of the GRB location (similar to the use of strongest fine structure transitions to define the zero velocity for the observed spectra). The results are compiled to synthesize the column density as a function of velocity for the entire LOS, as well as for the separate portions from the ISM and CGM. This helps in visualizing the kinematic distinction between the ISM and CGM. The column density is further binned in 100 km s$^{-1}$ velocity bins in the same fashion as the observed data. The simulation is repeated 200 times with new GRB locations and LOS to infer the variation in kinematics. The velocity-binned column density profiles are further stacked to plot the kinematics for the sample which can then be compared with the observations.
Figure A.4: Voigt profile fit for GRB 000926

Figure A.5: Voigt profile fit for GRB 021004
Figure A.6: Voigt profile fit for GRB 050730

Figure A.7: Voigt profile fit for GRB 050820A
Figure A.8: Voigt profile fit for GRB 050922C

Figure A.9: Voigt profile fit for GRB 060607A
Figure A.10: Voigt profile fit for GRB 071031

Figure A.11: Voigt profile fit for GRB 080310
Figure A.12: Voigt profile fit for GRB 080804

Figure A.13: Voigt profile fit for GRB 080810
Figure A.14: Voigt profile fit for GRB 090926A

Figure A.15: Voigt profile fit for GRB 100219A
Figure A.16: Voigt profile fit for GRB 111008A

Figure A.17: Voigt profile fit for GRB 120327A
Figure A.18: Voigt profile fit for GRB 120815A

Figure A.19: Voigt profile fit for GRB 120909A
Figure A.20: Voigt profile fit for GRB 121024A

Figure A.21: Voigt profile fit for GRB 130408A
Figure A.22: Voigt profile fit for GRB 130606A

Figure A.23: Voigt profile fit for GRB 130610A
Figure A.24: Voigt profile fit for GRB 141028A

Figure A.25: Voigt profile fit for GRB 141109A
Figure A.26: Voigt profile fit for GRB 151021A

Figure A.27: Voigt profile fit for GRB 151027B
Figure A.28: Voigt profile fit for GRB 160203A

Figure A.29: Voigt profile fit for GRB 161023A
Figure A.30: Voigt profile fit for GRB 170202A
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