ABSTRACT

Title of Dissertation: INVESTIGATING STAR FORMATION
FEEDBACK THROUGH GAS KINEMATICS
IN NEARBY GALAXIES

Rebecca Chyba Levy
Doctor of Philosophy, 2021

Dissertation Directed by: Professor Alberto D. Bolatto
Department of Astronomy

Many stages of the stellar life cycle release energy and momentum into the
surrounding interstellar medium within a galaxy. This feedback can have profound
effects on the host galaxy. This thesis investigates the role of stellar feedback in
star-forming galaxies in the local Universe through multiwavelength observations of
gas kinematics.

First, I study extraplanar diffuse ionized gas (eDIG) which is thought to be
produced by gas ejected from the midplane by repeated supernova explosions. By
comparing molecular and ionized gas rotation curves derived from a sub-sample of
intermediate inclination star-forming galaxies from the EDGE-CALIFA Survey, I
find that ~75% of my sample galaxies have smaller ionized gas rotation velocities
than the molecular gas. I suggest and show that the lower ionized gas rotation
velocity can be attributed to a significant contribution from eDIG in a thick disk
which rotates more slowly than gas in the midplane. As a direct follow up to this

study, I use a sample of edge-on galaxies selected from the CALIFA survey to directly



investigate the prevalence, properties, and kinematics of eDIG. I find that 60% of
these galaxies show a decrease in the ionized gas rotation velocity as a function of
height above the midplane. The ionization of the eDIG is dominated by star-forming
complexes. These studies reveal the pervasiveness and importance of this phase in
local star-forming galaxies.

Next, I study stellar feedback in the extreme environment of the nuclear star-
burst in the nearby galaxy NGC 253. Using ALMA observations with 0.5 pc res-
olution, I detect blueshifted absorption and redshifted emission (P-Cygni profiles)
in multiple spectral lines towards three of the super star clusters (SSCs). This is
direct evidence for outflows of dense molecular gas from these SSCs. Through a
comparison of the outflow properties with predictions from simulations, I find that
the outflows are most likely powered by dust-reprocessed radiation pressure or O-
star stellar winds. The observed outflows will have very substantial effects on the
clusters’ evolution. Finally, I find that the arrangement of the SSCs may be morpho-
kinematically consistent with a ring or crossing streams from the larger-scale gas

flows which fuel the starburst.
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Preface

The research presented in Chapters 2, 3, and 4 of this dissertation has been
previously published. Chapter 2 is presented with minimal changes since appearing
in the Astrophysical Journal (ApJ) as "The EDGE-CALIFA Survey: Molecular
and Ionized Gas Kinematics in Nearby Galazies" (Levy et al., 2018). Chapter 3 is
presented with minimal changes since appearing in ApJ as "The EDGE-CALIFA
Survey: Fvidence for Pervasive Fxtraplanar Diffuse Ionized Gas in Nearby Edge-on
Galazies” (Levy et al., 2019). Chapter 4 is presented with minimal changes since
appearing in ApJ as "Qutflows from Super Star Clusters in the Central Starburst of
NGC 253" (Levy et al., 2021).

The material presented in Appendix D is a paper led by a high school student
under my supervision that is currently under review at the Monthly Notices of the
Royal Astronomical Society (MNRAS) as "Cuspy Dark Matter Density Profiles in
Massive Dwarf Galazies” (Cooke, Levy, et al., 2021). Though the student is the first
author of this paper, I led the data processing, analysis, and presentation, wrote the
vast majority of the text, and am the corresponding author of this submission.
Therefore, I feel it merits a place in this thesis as the presentation of the research I
led during my PhD. Aside from incorporating the appendix material into the main
body, this work is presented with minimal changes from the version under review

at MNRAS.

i



"Somewhere, something incredible is waiting to be known."

— Sharon Begley, Seeking Other Worlds, Newsweek
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Chapter 1: Introduction

"Don’t shoot for the stars, we already know what’s there.
Shoot for the space in between because that’s where the real mystery lies.”

— Dr. Vera Rubin

We live in a galaxy — a vast collection of stars, gas, dust, dark matter, planets,
and beings. Our understanding of our place in our Galaxy and our Galaxy’s place
among the myriad of galaxies in the Universe has evolved dramatically over the
millennia.

A complication of living in our Galaxy, the Milky Way (MW), is that we study
it from within. To understand galaxies more broadly and the processes that shape
and transform them, we must increase our sample size. The focus of this dissertation
research is on nearby galaxies, those beyond our Local Group but within ~100 Mpc
(~330 million light-years, z < 0.025). Galaxies in this vicinity span more than four
orders-of-magnitude in stellar mass (M), more than seven orders-of-magnitude in
star formation rate (SFR), and include examples of every morphological type. Figure
1.1 shows the SFMS for a sample of local galaxies from a review by Sénchez (2020),
and we refer the reader to that paper for details on how the quantities shown in this

figure were calculated.
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Figure 1.1: A plot of SFR versus M, for local galaxies from Sanchez (2020). The
first panel shows all of the galaxies in their sample. The next three panels show
the samples split by morphological type. The galaxies are color coded by EW(Ha),
an indicator of the ionization source. Star-forming galaxies — whether classified by

their morphology or a high EW(Ha) form a line in this plot called the SFMS (e.g.,
last panel).

There are several populations of galaxies shown in Figure 1.1. Galaxies are
not static in this diagram, and instead move around this parameter space as they
grow, evolve, and interact. Galaxies which are still forming stars tend to form a line
in this diagram, called the star forming main sequence (SFMS; e.g., Brinchmann
et al., 2004; Whitaker et al., 2012; Renzini & Peng, 2015; Saintonge et al., 2017).
The SEMS is most clearly seen in the right-most panel of Figure 1.1 which highlights
the star-forming galaxies in the sample considered by Sanchez (2020). Star-forming
galaxies tend to have blue optical colors, spiral-type morphologies, high cold gas
fractions, and Hor equivalent widths (EW(Ha)) > 6A, meaning that the ionization
is dominated by young OB-type stars with short lifetimes (e.g., Pozzetti et al.,
2010; Sanchez et al., 2014; Lacerda et al., 2018). Galaxies well below this sequence
are no longer forming stars and are referred to as "retired." These galaxies tend
to have red optical colors, elliptical-type morphologies, low cold gas fractions, and

EW(Ha)< 6A, meaning that the ionization is dominated by old stars (e.g., Faber



et al., 2007; Stasiniska et al., 2008; Cid Fernandes et al., 2010; Lacerda et al., 2018).
Between these galaxies is a transition region known as the "green valley" (e.g., Salim
et al., 2007). Galaxies in this region are in the process of quenching, or shutting
down their star formation activity, though precisely how this quenching proceeds
is not definitively known and is the topic of current research (e.g., Colombo et al.,
2020). There is also a population of galaxies that live above the SEMS, meaning
they form more stars given their stellar masses than galaxies on the SFMS; these
galaxies are know as "starbursts" (e.g., Weedman et al., 1981; Kennicutt & Evans,
2012). In many cases, the sites of the most intense star formation in these starburst
galaxies are confined to the nucleus or circumnuclear rings.

The focus of this thesis will be on galaxies that are undergoing active star
formation, and hence these galaxies will reside primarily along or above the SFMS
at z ~ 0. Moreover, the galaxies considered here have metallicities consistent with
solar metallicity.

The process of forming stars and the stellar life cycle impart energy and mo-
mentum into the surrounding galactic material called the interstellar medium (ISM).
This so-called "feedback" can have important effects on the evolution of galaxies and
helps regulate their growth over cosmic time. In these more distant galaxies, it is
impossible to spatially resolve individual stars and difficult or impossible to resolve
star clusters or supernova (SN) bubbles to determine the feedback they impart di-
rectly. Their effects, however, can be seen on the surrounding ISM, particularly by
measuring how the kinematics of the ISM material are affected by this feedback.

This thesis investigates star formation feedback through measuring its effects



on the multiphase gas kinematics in the ISM of nearby galaxies. As a result, we
have learned that stellar feedback has measurable and important effects in nearly
all star forming galaxies in the local Universe.

In the remainder of this introductory section, I will briefly summarize the
components and properties of the multiphase ISM relevant to this thesis (Section
1.1) and various modes and manifestations of stellar feedback (Section 1.2) as a
function of environment. Finally, I will briefly review relevant technical aspects of
radio interferometers and optical integral field spectroscopy (IFS) as they pertain
to the data used in this thesis (Section 1.3).

Chapters 2 and 3 present the results of two published studies of a population of
star-forming galaxies in the nearby Universe (Levy et al., 2018, 2019). By comparing
the spatially-resolved kinematics of the molecular and ionized gas, I kinematically
detect extraplanar diffuse ionized gas (eDIG) in the majority of the galaxies studied.
This includes the first study of eDIG in a population of non-edge-on galaxies. eDIG
is thought the be produced by repeated SN explosions. These studies show that
eDIG and SN feedback are ubiquitous in star-forming galaxies.

In Chapter 4, I switch the focus to a single, starburst galaxy: NGC 253. This
chapter presents a published study of the star star clusters (SSCs) powering the
central starburst (Levy et al., 2021). I report the detection and characterization of
stellar feedback-driven outflows from these SSCs seen in dense molecular gas tracers.

In Chapter 5, I investigate how the SSCs in the center of NGC 253 are related
to the larger-scale gas flows fueling the nuclear starburst region. I find that the
clusters may be morpho-kinematically consistent either with a nuclear ring or with

4



gas streams from the bar.
In Chapter 6, I briefly introduce future research directions building off of the

work presented in this thesis.

1.1 The Multiphase ISM and its Tracers

The ISM is inherently multiphase (e.g., Field et al., 1969; McKee, 1995; Wolfire
et al., 1995; Tielens, 2005; Draine, 2011; Tacconi et al., 2020). The gas exists in
several phases® which are in pressure equilibrium with one another (e.g., Tielens,
2005). The different phases of the ISM can be traced by spectral observations
of various ions, atoms, and molecules. These tracer particles are essential to our
understanding of the ISM. The ability of a particle to trace a specific phase of
the ISM is fundamentally related to its critical density (ne) and radiative and
collisional excitation properties. In the following background, I will focus on galaxies
and the ISM at roughly solar metallicity, noting that the scenarios described here
will differ at low metallicity (e.g., Bolatto et al., 2013b). In this section, I briefly
summarize the properties and tracers of various phases of the ISM most relevant
to this thesis, though I refer the reader to Draine (2011) for a review of all of the

phases of the ISM.

1.1.1 The Molecular Medium

Stars form from cold (7' < 50 K), dense (ng > 10° cm™%) molecular gas (e.g.,

McKee & Ostriker, 2007; Draine, 2011, and references therein). Observations of

*The phase is described primarily by the temperature and density of the gas.
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this phase are, therefore, crucial to understanding how stars form and affect their
surroundings. The most abundant molecule in the Universe is molecular hydrogen
(Hs). Because this molecule is symmetric, however, it does not have a permanent
dipole and hence does not emit photons via dipolar rotational transitions (see e.g.,
Kennicutt & Evans, 2012; Bolatto et al., 2013b, for a brief review). The quadrupo-
lar rotional transitions are weak and emit in the far-infrared (FIR), making them
difficult to observe with current instruments. Moreover, the lowest quadrpolar tran-
sition has an energy of E/k =~ 500 K and is, therefore, only excited in relatively
warm conditions (e.g., Dabrowski, 1984; Bolatto et al., 2013b). The lowest vi-
brational transition of Hy occurs at A = 2.2 um with a corresponding energy of
E/k ~ 6500 K. Thus the vibrational transitions of Hy trace warm molecular gas,
not the cold dense phrase from which stars form. The bulk component of the cold
molecular gas is, therefore, almost completely invisible.

The second most abundant molecule is carbon monoxide (*?*C1®0 hereafter
CO). With a ground rotational transition of E/k =~ 5.53 K and a critical density of
~ 2200 cm ™3, the ground state rotational (J = 1 — 0) transition is easily excited in
the conditions within molecular clouds (e.g., Draine, 2011; Bolatto et al., 2013b).
Moreover, several of the low-J transitions of CO occur at submillimeter wavelengths,
making them relatively easy to observe from the ground. Since the first observation
of CO in the Galaxy by Wilson et al. (1970), it has become the main tracer of the
molecular ISM. In Chapter 2, I will use CO J =1 — 0 as the primary tracer of the
bulk molecular gas in nearby galaxies.

The CO does not, however, perfectly trace the Hy. There are regions, par-



ticularly near the edges of molecular clouds or in photodisscoiation regions (PDRs;
Hollenbach & Tielens 1997), where the carbon is primarily atomic or singly-ionized
rather than in the CO molecule (e.g., van Dishoeck & Black, 1988). These regions
still contain Hy because it can self-shield (e.g., Draine, 2011; Bolatto et al., 2013b).
This gas is often referred to as "CO-dark" molecular gas and is difficult to measure
(e.g., Grenier et al., 2005; Bolatto et al., 2013b).

The molecular gas in a galaxy exists in several structures (in increasing order
of density): diffuse molecular gas, (giant) molecular clouds, clumps, and cores.
A few of these structures are illustrated in Figure 1.2. Clouds and filaments of
neutral, atomic hydrogen (HI') permeate the disks of star forming galaxies (e.g.,
Walter et al., 2008; Catinella et al., 2010; Peek et al., 2011). HI is found in two
phases: a warm diffuse phase called the warm neutral medium (WNM; 7' < 8000 K,
n ~ 0.5 cm™) and a colder denser phase called the cold neutral medium (CNM;
T ~ 70K, n ~ 50 cm™3) (e.g., Dickey & Lockman, 1990; Wolfire et al., 1995; Heiles
& Troland, 2003; Kalberla & Kerp, 2009). The CNM, however, is not sufficiently
dense for stars to form directly from it, and observational trends between the surface
densities of HI and the SFR show only very weak trends (e.g., Kennicutt, 1998).
Instead, regions of WNM clouds collapse and cool, allowing CNM and molecular
clouds to form (e.g., Vazquez-Semadeni et al., 2006).

Giant molecular clouds (GMCs) are hierarchical, self-gravitating objects con-

"The standard nomenclature of using roman numerals to specify the ionization state of an atom
is used throughout this thesis. An atom followed by I is neutral (not ionized), whereas II refers to
an atom which is singly-ionized, III refers to doubly-ionized, et cetera. Alternatively, an element
symbol followed by © can also indicate that the atom is neutral (i.e., HI is the same as H°). An
atom (or molecule) followed by * indicates the atom is singly-ionized, T means doubly-ionized,
et cetera. In this thesis, I will primarily use the roman numeral notation.
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Figure 1.2: A schematic of a GMC and a PDR. The yellow regions show the cool
neutral atomic gas (CNM), traced by HI and [CII|, with temperatures of a few
hundred K. Embedded within these atomic gas clouds are clouds of molecular gas
(pink). As shown in the molecular cloud on the left, these clouds of molecular
gas collapse under self-gravity and turbulence and fragment, such that the densest
regions get denser. The densest regions form clumps and then cores (purple) where
stars will eventually form. The right shows a cloud in which a massive star has
formed. An HII region of ionized gas surround the massive star. Ionizing photons
can leak out of the HII region, resulting in diffuse ionized gas (DIG) which permeates
the galaxy. The HII region also impacts the natal molecular cloud, forming a PDR.
Based in part on Pabst et al. (2019, Figure 3) and Draine (2011, Figure 31.2).



taining more than 10* M, of gas (e.g., McKee & Ostriker, 2007). The surrounding
layers of atomic gas (and dust) shield the molecules from being dissociated by the
interstellar UV radiation field (e.g., McKee & Ostriker, 2007). Guided by grav-
ity, turbulence, and magnetic fields, high density regions within molecular clouds
continue to fragment and collapse, forming even denser clumps (e.g., McKee & Os-
triker, 2007). The densest regions of these clumps where the stars actually form are
sometimes called cores. Because CO is easily excited, it is almost always optically
thick (e.g., Bolatto et al., 2013b), and hence observations of CO cannot probe the
very densest regions where stars are formed. Other molecules with higher critical
densities, which therefore remain more optically thin, are necessary to trace these
densest regions of molecular clouds. Low- to mid-J transitions of hydrogen cyanide
(HCN), formylium (HCO™), and carbon monosulfide (CS) are commonly used trac-
ers of dense molecular gas. In their seminal paper, Gao & Solomon (2004) showed a
strong correlation between the dense molecular gas (traced by HCN) and the SFR
(see also Gallagher et al., 2018a,b). In addition, rarer molecular isotopologues* are
usually (but not always) optically thin; commonly used isotopologues include 3CO,
C'80, and HBCN, for example. Because they are less abundant than the main
molecule, however, their emission is weak. For example, the abundances (which are
directly related to the column density and hence the intensity of the observed emis-
sion) of 2CO/CO and HCN/H*¥CN depend primarily on the abundance ratio of

12C/13C, which is &~ 45—70 (e.g., van Dishoeck & Black, 1988; Bolatto et al., 2013b).

fAn isotopologue is where at least one of the elements in the molecule is an isotope, meaning
that element has a different number of neutrons than the most common version of that element.
Some common astrophysical examples of isotopes are '*C instead of 12C, °N instead of 4N, and
80 instead of 160.



C'80 is even less abundant, with C'®0/C"0 ~ 500 (van Dishoeck & Black, 1988).
In Chapter 4, I will primarily use observations of the CS J = 7 — 6 and H'*CN
J = 4 — 3 lines to trace the very dense molecular gas towards the still-forming sites

of very massive "super" star clusters.

1.1.2 The lonized Medium

Once a star is formed, it emits photons across the electromagnetic spectrum.
Photons with energy above 13.6 ¢V (A = 912 A) can ionize HI, creating HII. Assum-
ing a perfect blackbody, > 10% of the emitted photons will have energies > 13.6 eV
for stars with temperatures > 24,000 K corresponding to to a B-type star (Figure
1.3). Even hotter O-type stars will fully ionize all of the H in the region. Other
atoms, such as He, C%, N, O, and S, may be singly- or more highly ionized (e.g.,
Osterbrock, 1989; Draine, 2011). Thus a massive star will rapidly ionized the re-
gion surrounding it within some radius, which is called an HII region. Because HII
regions are photoionized by massive OB stars, which have very short lifetimes, they
are tracers of recent (t ~ 3 — 10 Myr) star formation activity (e.g., Hao et al., 2011;
Murphy et al., 2011; Kennicutt & Evans, 2012; Flores Velazquez et al., 2021).

Some of the main tracers of HII regions come from electronic transitions of
hydrogen. Many transitions in the Balmer series (transitions to the n = 2 level),
in particular, are used because they are bright and emit at optical wavelengths.

The workhorse transition is Ho (n = 3 — 2) with a rest wavelength of 6562.68 A.

’T note that singly-ionized carbon ([C11]) is a special case, since C can be singly-ionized in
conditions present in the molecular, atomic, and ionized media (e.g., Madden et al., 1993; Heiles,
1994; Pineda et al., 2013).
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Figure 1.3: The fraction of ionizing (F > 13.6 €V) versus total emission from stars
as a function of temperature assuming perfect Blackbody radiation.

Transitions in the Paschen series, such as Pa—a (n = 4 — 3) at 1.87 um, are also
frequently used. At longer wavelengths, radio recombination lines (RRLs) of hydro-
gen emitting at at frequencies above ~ 10 GHz are used to trace ionized gas in HII
regions and PDRs (e.g., Emig, 2021, and references therein).

In reality, HII regions leak. Ionizing photons to escape and permeate the
galaxy up to ~kpc distances from the leaking HII region by taking advantage of
chimneys and lines-of-sight with little neutral gas created by past feedback (e.g.,
Reynolds et al., 2001; Madsen et al., 2006; Haffner et al., 2009). This produces a
background of diffuse (n ~ 0.1 cm™?) ionized gas (DIG), which is also called the
warm ionized medium (WIM), as illustrated in Figure 1.2 (see e.g., Haffner et al.,
2009, for a review). This component is a non-negligible fraction of the ionized gas

in a galaxy, with a volume filling fraction of ~0.25 and contributes 250% of the Ho
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luminosity (e.g., Reynolds, 1993; Veilleux et al., 1995; Zurita et al., 2000; Haffner
et al., 2009; Poetrodjojo et al., 2019). The DIG is primarily traced by He, [NII],
and [SII], as well as RRLs emitting from ~ 0.3 — 10 GHz (e.g., Haffner et al., 2009;
Emig, 2021). It has elevated [SII|/Ha and [NII]/Ha ratios compared to HII regions,
hinting at an additional ionization source beyond photons leaking from HII regions
(e.g., Haffner et al., 2009, and references therein).

As discussed in the following section, DIG can also travel out of the disk
midplane through channels along the minor axis cleared by SN explosions. This
extraplanar DIG (eDIG) can exist in a quasi-steady state, forming a thick disk
of ionized gas (e.g. Shapiro & Field, 1976; Bregman, 1980). eDIG at larger heights
from the midplane rotates more slowly and is observed to "lag behind" the disk (e.g.,
Miller & Veilleux, 2003b; Barnabé et al., 2006; Heald et al., 2006a,b, 2007; Haffner
et al., 2009; Marinacci et al., 2010, 2011; Bizyaev et al., 2017; Levy et al., 2019).
This "lag" is a key characteristic of eDIG. In Chapters 2 and 3, I use observations of
Ha and other ionized gas lines to kinematically identify and measure the properties
of eDIG in a sample of nearby galaxies. The properties, observations, and modeling

of (¢)DIG will be discussed further in those chapters.

1.2 Stellar Feedback

Feedback describes the energy and momentum input into a system as a result
of some physical process. In the context of this thesis, the process of forming stars

and the stellar life cycle feeds back into the surrounding ISM and environment.
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Figure 1.4: A schematic showing examples of observable manifestations of stellar
feedback, relatively ordered by the physical scale over which they operate on the x-
axis and the relative necessary star formation rate density on the y-axis. Examples
are (a) protostellar outflows (image from Plunkett et al., 2015), (b) outflows from
star clusters (image from Corradi et al., 2014), (¢) SN-driven galactic chimneys and
fountains (image from Zwaan, 2000), (d) extraplanar diffuse ionized gas (image from
Rossa & Dettmar, 2003a), (e) central starburst-driven winds (image from Bolatto
et al., 2013a), and (f) galaxy-scale starburst-driven outflows (image from Veilleux
et al., 2005).

Active galactic nuclei (AGN) can also inject energy and momentum into the ISM,
but this thesis focuses on stellar (or star formation) feedback.

Figure 1.4 shows several observable manifestations of stellar feedback, includ-
ing protostellar outflows, outflows from clusters of stars, SN driven galactic foun-
tains, central starburst-driven winds, extraplanar diffuse ionized gas, and galaxy-
scale starburst-driven outflows. These examples are ordered along the abscissa by
the relative physical scale over which each process operates or over which its effects
are apparent. The ordinate shows the relative star formation rate density necessary

for stellar feedback to result in the given manifestation.
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On the smallest scales, bipolar outflows from the formation of protostars can
disrupt their parent molecular clouds with jets spanning up to ~ 10 pc in (projected)
length (e.g., Bally, 2016, and panel (a) of Figure 1.4). At higher densities of star
formation, a larger fraction of stars are formed in clusters (e.g., Lada & Lada, 2003;
Kruijssen, 2012). Outflows from many protostars can combine to produce more
massive, conglomerate outflows (e.g., Corradi et al., 2014, and panel (b) of Figure
1.4). In addition to (and more energetically important than) the combined effects of
protostellar outflows, several processes during and after the main-sequence lifetimes
of massive stars can also drive outflows from clusters. As we will discuss in Chapter
4, these mechanisms (such as stellar winds, radiation pressure, and SNe) can drive
very massive outflows from "super" star clusters which can contain 21000 O-type
stars.

At the end of their stellar lifetimes, massive stars may explode as SNe, releas-
ing huge amounts of energy and momentum into the surrounding material (e.g., Kim
& Ostriker, 2015). If these SNe are clustered (in space and time), they may be able
to punch holes in the disk midplane (e.g., Shapiro & Field, 1976; Bregman, 1980;
Zwaan, 2000). This provides a low density channel (a "chimney") for gas and ioniz-
ing radiation to escape from the disk midplane into the halo. If the escape velocity
of this material is relatively low or if other drag forces are important, it can "rain"
back down on the disk as a galactic fountain (e.g., Shapiro & Field, 1976; Bregman,
1980; Zwaan, 2000, and panel (c) of Figure 1.4). Enough material is continually
flowing into the galactic halo to support a thick extraplanar disk if the average sur-
face density of star formation over the disk exceeds ~ 1.4 x 1073 My yr~! kpc™2

14



(Rossa & Dettmar, 2003a), where this limit is calculated within D, the diameter of
the 25" mag arcsec™2 isophote. Such extraplanar thick disks have been observed in
HI (e.g. Swaters et al., 1997; Fraternali et al., 2002, 2005; Zschaechner et al., 2015;
Zschaechner & Rand, 2015), diffuse ionized gas (e.g., Dettmar, 1990; Rand et al.,
1990; Rossa & Dettmar, 2003a,b; Miller & Veilleux, 2003a,b; Bizyaev et al., 2017;
Levy et al., 2018, 2019, and panel (e) of Figure 1.4), and dust (e.g., Howk & Savage,
1997, 1999; Howk, 1999). The properties, kinematics, scale heights, ionization, and
origin of eDIG will be discussed further in Chapters 2 and 3.

In galaxies undergoing a starburst, the sheer number and clustering of SNe can
drive massive, multiphase winds and outflows perpendicular to the disk midplane
(e.g., Veilleux et al., 2005, 2020). In Figure 1.4, we show two examples. Panel (e)
shows the multiphase wind from the center of NGC 253 (e.g., Bolatto et al., 2013a)
whereas panel (f) shows the larger galaxy-scale wind from M 82 (e.g., Veilleux et al.,
2005). Whether the material in these winds escapes into the circumgalatic medium
or rains back down in to the galaxy in a galactic fountain depends on the velocity
of the outflow relative to the escape velocity of the galaxy and other drag forces
(e.g., Veilleux et al., 2005, 2020; Martini et al., 2018). While these massive outflows
rid the central regions of the galaxies of gas (negative feedback), material that rains
back down onto the disk may fuel a future generation of star formation (positive
feedback).

In this thesis, I will focus on eDIG (Chapters 2 and 3) and outflows from
(super) star clusters (Chapter 4). I also explore how the star formation contained in

the super stars clusters in the center of NGC 253 may be fueled by gas inflows from
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the bar (Chapter 5). Future work related to starburst-driven winds and outflows
are briefly described in Chapter 6. The relevant physical processes that can lead
to each of these observable phenomena are described in the analysis presented in
the aforementioned chapters. We refer the reader to reviews by Veilleux et al.
(2005, 2020) and Zhang (2018) for a summaries of many of the possible mechanisms

responsible for injecting energy and momentum from star formation into the ISM.

1.3 Interferometers and IFUs

Spectroscopy yields information about the intensity, velocity, and velocity
dispersion of the tracer particle. By observing spectral lines with known rest-
frequencies, the Doppler effect allows us to measure the velocity of the medium
from which those spectral lines are emitted. The measured width of the spectral
line is related to the dispersion of the velocity within the resolution element (modulo
the intrinsic line shape set by the Heisenberg uncertainty principle and instrumental
effects).

The key data presented in this thesis come from two categories of instrumenta-
tion. The submillimeter data come from two interferometers: the Combined Array
for Millimeter wave Astronomy (CARMA; Chapters 2 and 3) and the Atacama Large
Millimeter /submillimeter Array (ALMA; Chapters 4 and 5). The optical data used
in Chapters 2 and 3 come from the PPaK integral field unit (IFU) on the Calar
Alto Observatory 3.5 m telescope. Here I will briefly describe how these types of

instruments work and the data products they generate.
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1.3.1 Interferometers at Radio and Submillimeter Wavelengths

This section presents a top-level description of radio interferometers and imag-
ing. For more detailed information, I point interested readers to excellent resources
by Condon & Ransom (2016), Thompson et al. (2017), and the National Radio As-
tronomy Observatory Synthesis Imaging WorkshopsY upon which the information

in this section is heavily based.

1.3.1.1 Basics of Interferometry

The angular resolution of any telescope, 6 is related to the wavelength of the
observation (A) and the diameter of the aperture (D): 6 ~ A/D. This means that at
long wavelengths, larger apertures are needed to obtain the same angular resolution
as at shorter wavelengths. The 100 m Green Bank Telescope (GBT), for example,
is the largest fully-steerable single-dish radio telescope in the world. The GBT is so
large that the dish surface distorts under its own weight and must be modeled and
corrected while observations are being taken. Although the GBT is an impressive
feat of engineering, it can only reach angular resolutions of ~5” at the highest
frequencies it can observel. Other single-dish radio telescopes such as the Arecibo
Observatory and the Five-hundred-meter Aperture Spherical Telescope are larger
(with diameters of 300 m and 500 m respectively), but the field of view (FOV) over

which they can observe is limited because they are not fully movable. Aside from the

Yhttps://science.nrao.edu/science/meetings/2016/15th-synthesis-imaging-workshop/
IThis is used as a motivating example, as the precise angular resolution also depends on the
aperture efficiency and other factors.

17


https://science.nrao.edu/science/meetings/2016/15th-synthesis-imaging-workshop/

technical challenges of building larger single-dish telescopes (fully-steerable or not),
the cost in building and maintaining these facilities is immense and intractable. To
push to sub-arcsecond angular resolution at radio and submillimeter wavelengths,
another method must be used.

One solution to achieve higher angular resolution is to use an interferome-
ter. The simplest interferometer consists of two receivers separated by a baseline
length B. The angular resolution of an interferometer is set by the baseline length:
6 ~ A\/B. An interferometer, therefore, approximates a single-dish telescope with
diameter B, but with many "holes" in the dish. In this way, an interferometer can
achieve much higher angular resolutions than a standard single-dish telescope be-
cause the antennas can be moved far apart without needing to fill in the gaps. The
sacrifice of these gaps, however, is reduced surface brightness sensitivity and other
artifacts, which will be discussed later in this section.

A schematic of a two-element, quasi-monochromatic interferometer is shown
in Figure 1.5, which is adapted from Condon & Ransom (2016). It is convenient
to define a coordinate system relative to the antenna positions. The basis vectors
of this coordinate system are typically called @, 0, and w, where 4 points east, ¥
points north, and w is normal to the plane formed by @ and v (called the uv-plane).

-

The baseline between the antennas is a vector is this coordinate system (b) where
B = b

The separation between the antennas introduces a geometric time delay (7,)
in the time-dependent signal received at each antenna. For a plane-parallel wave
c

arriving at the antennas along a line of sight to the source 5, 7, = For an
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Figure 1.5: A schematic of a two-element quasi-monochromatic multiplying interfer-
ometer (adapted from Figure 3.41 of Condon & Ransom, 2016). The two antennas
are separated by a baseline vector b. This vector is a vector in (u, v, w) coordinates,
which are illustrated above antenna 2 for the case of w || §, where § is the line of sight
to the source. A plane parallel wave arrives at the antennas along § with an angle ®
with respect to b. The geometric time delay between the antennas is 7, = bf The
output voltage of the antennas is time-dependent (as given by Vi and V%), though
the amplitudes V' are the same. The correlator multiplies (®) and time-averages
(()) the signal from the antennas, yielding an output response R that only depends
on the source flux density (x V?), the time delay (7,), and the angular frequency
at which the observation is taken (w = 27v).
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interferometer operating over a narrow range of frequencies (quasi-monochromatic),
the output voltage from each antenna will be the same but offset in phase by 7.

The correlator combines the signal from the antennas. The output from the
correlator is called the response, R. Because there is a time delay between the
antennas, R is an interference pattern ("fringe") described by an amplitude and a
phase, as illustrated in Figure 1.5. Moreover, R only depends on the time delay
(7,), the angular frequency of the observation (w = 27v), and the intrinsic source
flux density (I, o< V?).

In practice, there are a few ways for the correlator to combine the signal from
the antennas. For a simple multiplying (cosine) correlator, such as the schematic in
Figure 1.5, the signal from the antennas is multiplied and time-averaged. A cosine
correlator works for point sources. For extended sources, which have both symmetric
(even) and asymmetric (odd) components of their brightness distributions, a sine
correlator must be added into the network following a 90° phase delay to recover
the asymmetric components. It is convenient to treat sums of sines and cosines as
a complex exponential, and hence a combined cosine and sine correlator is called a
complex correlator. The complex correlator response is called a visibility, ¢.

The visibilities produced from an interferometer with a complex correlator
are measured in the (u,v,w) coordinate frame. The source brightness distribution
as a function of frequency, I,, that we are trying to measure, however, is in the
"image" plane (z,y). If w || § (as in Figure 1.5), then the visibilities in the uv-plane

can be transformed into a brightness distribution in the image plane via a Fourier
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transform:

I(z,y) = //U(u,v)e%i("””y)dudv (1.1)

(e.g. Condon & Ransom, 2016). By virtue of this relationship between the visibility
and image planes, interferometers are spatial filters. Long baselines are sensitive to
high spatial frequencies (high pass filters) and so only pick up on sharp structures
in the source; short baselines, on the other hand, are sensitive to low spatial fre-
quencies (low pass filter) and pick up smooth, more diffuse features in the source**.
An extended astrophysical object—such as a galaxy or molecular cloud—contains
information and signal on many spatial scales. Therefore, to properly sample and
recover the source with an interferometer, antennas must be distributed such that
the baseline pairs recover as many spatial scales as possible. For an interferometer
with N antennas, there will be N(N — 1)/2 antenna pairs and therefore N(N — 1)
baselines or individual points in the uwwv-plane per integration time. Long observa-
tions also help populate the uv-plane, as shown in Figure 1.6, since the uv-plane
rotates relative to the image plane with the Earth’s rotation. The minimum spatial
scale (the so-called zero-spacing) is always missing from an interferometric image
since there is a minimum distance by which the antennas can be physically separated
(roughly the dish diameter). This can be seen in Figure 1.6 as the hole in the center
of the uv coverage. Therefore, interferometers always miss some of the large scale
emission, and the flux in an interferometric image is always less than the intrinsic

source flux (e.g., Bajaja & van Albada, 1979; Stanimirovic, 2002). In addition, the

**In the aphorismatic words of Professor Andy Harris, "Small is big, and big is small."
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Figure 1.6: An example of the uv coverage for a 10-element interferometer, adapted
from Avison & George (2013). Each blue point shows the wv location of one of
the baselines. The panels show how the pattern rotates with the Earth’s rotation
over time, thus filling in the uv-plane. Better uv coverage results in better surface
brightness sensitivity. This also illustrates the central hole in the uv coverage due
to the missing short- and zero-spacings.

mean of an interferometric image is zero.

For interferometers with more than two elements, the signal from each pair
of antennas must be multiplied and averaged with the correct relative time delay.
Moreover, observations are rarely taken at a single frequency but over some wide
bandwidth. For this reason, correlators for modern interferometers—such as ALMA
which consists of 66 antennas and has an instantaneous bandwidth of 8 GHz—are
supercomputers. The ALMA correlator can perform up to 1.7 x 10'¢ correlations

per second (Escoffier et al., 2007).

1.3.1.2 Imaging and Deconvolution

When an interferometer measures the source brightness distribution, the source
signal is convolved with the point spread function (PSF) of the interferometer
(s(z,y) %5 (u,v), where 7, denotes a Fourier transform). Therefore, when the

visibilities are Fourier transformed to obtain the source image, the PSF pattern
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is imprinted in the image. In other words, the "dirty image" (I”(z,y)) produced
by Equation 1.1 is the true image convolved with the PSF (often called the "dirty
beam"): ©(u,v)S(u,v) L IP(z,y) = I(z,y) * s(z,y)T. To accurately measure the
intrinsic source brightness distribution I(x,y), this PSF pattern should be removed.

This deconvolution process to remove the PSF from the dirty image is a non-
linear and iterative process. For point sources and other simple, symmetric struc-
tures, this deconvolution can be performed in the visibility domain. For the compli-
cated sources in this thesis, however, the deconvolution is done in the image plane.

The classic deconvolution algorithm is clean (e.g., Hoghom, 1974). The basic
idea of this algorithm—which remains the basis for many more modern algorithms—
is to assume that I(z,y) is a collection of point sources. This process is iterative
and consists of an outer major cycle and an inner minor cycle. During the minor
cycle, the algorithm finds the maximum pixel in the image. The value of this pixel
is multiplied by s(z,y) (with some gain < 1) and subtracted from the image. This
version of the image with the "cleaned" components removed is the residual image.
The amplitude and location of the cleaned component are stored in a (point source)
model representation of the source. During the major cycle, the model image is
Fourier transformed, and the model visibilties are subtracted from ¢(u,v). The
residual visibilties are Fourier transformed back to form a new residual image. These
major and minor cycles are repeated until some threshold is reached in the residual

image, ensuring that I(z,y) is recovered above some flux density level. The "clean

tTAll of these quantities are, in principle, a function of frequency v, though here I have dropped
that subscript for clarity.
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beam" is an elliptical Gaussian fit to the main lobe of the PSF. The reported beam
size usually refers to the major and minor axis full-width-half-maximum (FWHM)
of this Gaussian (0,,; and 6,), where the beam area Q = %. The final
"restored" image is made by convolving the model image containing the cleaned
components with the clean beam and adding the residual image (which contains
noise and structure below the specified threshold). For spectral data (I,(x,y)) this
process is repeated for each spectral channel along the frequency axis. In general, the
PSF also changes as a function of frequency (s,(z,y)). The final result of "cleaning"
is an image of I, (z,y) (with noise) where the structure of the PSF is removed per
frequency channel.

Other deconvolution and imaging methods exist besides the classic Hogbom
clean algorithm. One such extension of the classic algorithm is "multiscale" clean
(Cornwell, 2008), which is especially efficient for extended sources (e.g., Rich et al.,
2008). While the classic Hogbom algorithm will work for extended sources, it can
be slow as modeling an extended object as a collection of point sources is inefficient.
In multiscale clean, multiple scalings of the PSF are removed from at the locations

of the clean components. These scales are specified by the user. In this way, more

extended emission is removed at each iteration owing to the (larger) scaled PSF.

1.3.2 Integral Field Spectroscopy

This section gives a top-level overview of integral field spectroscopy (IFS) and

integral field units (IFU). For more detailed information, I point interested readers
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to a review by Bershady (2009). For specifics of IFS galaxy studies, I point the
reader to Appendix A of Sanchez (2020). Much of the information presented in this
section is based on these references.

Integral field spectroscopy is a subset of "3D spectroscopy" in which spectral
information is obtained simultaneously within some FOV visible to the telescope.
This is in contrast to more classical slit spectroscopy, for example, where a spectrum
is produced only over the region of the sky that lies within the slit. There are
several types of IFS, but I will focus here on fiber-bundle IFS, since the CALIFA
data used in this thesis are obtained with this method (e.g., Sanchez et al., 2012).
In this method, which is illustrated schematically in Figure 1.7, a collection of
spectroscopic fibers are used to link the telescope FOV to the spectrograph. First
an array of microlenes guides the light from the telescope into each fiber and then
onto the spectrograph’s slit. The fibers are usually packed in a hexagonal pattern
which allows for optimal dense packing of the round fibers. There will still be gaps
between the fibers, however, which will result in gaps in the IFU’s coverage of the
FOV. A dither pattern can be used to fill in the gaps and completely sample the
FOV. In the case of CALIFA, a three-point dither is used, meaning the same FOV is
observed three times with a small pointing offset to fill the gaps between the fibers
(Sanchez et al., 2012).

Once the spectra are observed with the IFU, there are a number of calibration
steps which are described in detail by Sanchez et al. (2016b). These include the
wavelength calibration (necessary to determine the correct scale of the spectral axis),

correcting for fiber-to-fiber transmission, removing the sky spectrum, performing the
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Figure 1.7: A schematic illustration of a fiber-bundle IFU. Image credit: European
Southern Observatory.

flux calibration, and gridding the spectra such that the pixels are regularly sampled.
The wavelength calibration for CALIFA will be described in more detail in Section
2.2.2. The post-calibration result from IFS is a 3D image with regular spatial and
wavelength sampling, where each spatial pixel contains a spectrum at that location

within the source.

1.3.3 3D Data Cubes and 2D Representations

The resulting data format from either IF'S or a deconvolved interferometric
image is a three-dimensional image called a "data cube," which has two spatial

dimensions (x,%) and one spectral (frequency v, wavelength A, or velocity v*) di-

#Please see Appendix A.1 for conversions from frequency (or wavelength) to various velocity
conventions. I note in particular that radio and optical astronomers use different velocity conven-
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mension (e.g., Oosterloo, 1995). One way of thinking about a data cube is that
it contains a 2D image of the source at every spectral channel. Another way is
that a data cube contains a spectrum at every pixel. Sometimes, 2D spatial pixels
are called "spaxels;" each spaxel in a data cube contains a spectrum. Individual
volume elements within the data cube are called sometimes called "voxels." Each
voxel in a data cube is usually a measure of the flux density I,. Radio data cubes
often have data units of Jy beam™!, whereas optical data cubes often have units of
erg st em™2 A1 gl

Two-dimensional representations of the data can be derived by taking "mo-
ments" of the data cube around each spectral line of interest, where the n'* moment

at each spaxel is defined as

m,(z,y) = %Z [I(x,y,i) — f(:z:,y)]n (1.2)

where I(z,y) = + SV I(z,y,1) is the mean flux density and N is the number of
channels along the spectral axis. The 0*" moment is the velocity-integrated intensity:

My(z,y) = Av Zfil I(z,y,i7). The 1% moment is the intensity-weighted (mean)

SN vl(zy,i)
Z'fil I(IvyJ)

nd . _ Zﬁil(vfml)zl(w’yvi)
the 2" moment: My (z,y) = \/ SN T

velocity: My (x,y) = The spectral line width can be calculated from

The equivalent width (EW) of a spectral line is a normalized version of the
line profile and is the width (usually in A) of a boxcar line profile that has the

same integrated flux and the true line profile: EW (z,y) = [(1—L\(z,y)/Io(x,y))d\

tions.
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where [ is the continuum level. For emission lines, the EW is formally negative,
though the absolute value is used in practice.

For highly inclined systems, the spectral line profiles may become skewed,
meaning that the mean velocity may underestimate the true velocity centroid. In
this case, the "peak velocity" may be a better measure of the true velocity, where
the peak velocity is the velocity of the channel corresponding to the peak intensity.
The peak intensity is Ipeax(%,y) = max; [I(z,y,7)]. The spectral resolution of the
peak velocity is limited by the channel width.

An alternate method to determine the 2D intensity, velocity, and linewidth is
to fit the spectrum at each spaxel with a Gaussian line profile. This is especially
useful when velocities of the atoms, ions, or molecules are due to thermal motions,
in which case the Doppler broadened line profile shape is approximately Gaussian
(e.g., Draine, 2011) and when there is only a single velocity component of the gas
captured in the resolution element (PSF or beam). In this case, at each pixel, we

can fit a Gaussian of the form:

(w=vg)?

Q(’U): peake_ 202 (13)

where ek is the peak intensity, vy is the velocity centroid of the line, and o is the
Gaussian line width. Because a Gaussian is fit at every pixel, this results in 2D maps
of the intensity Ipeax(,y), velocity vo(z,y), and linewidth o(z,y). Sometimes line
widths from Gaussian fits are expressed in terms of the FWHM, where FWHM =~

2.3550. The integrated intensity can also be obtained from the Gaussian fit as
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Jor=

For the CALIFA IFS data, a few additional analysis steps are required to
produce 2D images of the emission lines, as described by Sanchez et al. (2016b,c).
First, the stellar contribution is removed from the spectra using models of a simple
stellar population. This includes the stellar continuum as well as stellar emission
and absorption lines. The spectral line intensity, velocity, and linewidth are then
extracted using an optimal extraction method that is similar to the moment analysis
described above but which is optimized for weak lines. This method will be described

in more detail in Section 2.2.2.
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Chapter 2: Extraplanar Diffuse Ionized Gas in Intermediate Inclina-

tion Galaxies

2.1 Introduction

Studying the molecular and ionized gas components of a galaxy gives powerful
insights into various stages of star formation. The gas kinematics can reveal feedback
mechanisms, such as inflows and outflows, and merger events which alter the star
formation history (SFH) of the galaxy. The measurement of molecular kinematics of
galaxies, as traced by 12CO, has vastly improved in recent years due to the advent of
interferometers which allow for high spatial and spectral resolution measurements.
Similar advances have been made in the optical regime through the use of integral
field units (IFUs). Studying the multiwavelength kinematic properties of nearby
galaxies provides information about their formation, SFH, and evolution.

The multi-wavelength kinematics of disk galaxies have been compared in a
number of case studies. Wong et al. (2004), Yim et al. (2014), and Frank et al.
(2016) compare HI and CO kinematics and generally find good agreement between
the rotation velocities of the atomic and molecular components. However, compar-

isons with the ionized gas often lead to different results. Most notably is NGC 891,

30



which shows vertical gradients in the rotation velocity (“lags”) in HI of -10 — -20
kms ' kpc! (Swaters et al., 1997; Fraternali et al., 2005) and in ionized gas of -15
km s~ kpc~!(Heald et al., 2006a). Similar lags in Ha and HI are seen in NGC 5775
(Lee et al., 2001), where the CO and Ha rotation velocities agree in the midplane
(Heald et al., 2006b). However, lags between the HI and Ha do not always agree
(Fraternali et al., 2004, 2005; Zschaechner et al., 2015; Zschaechner & Rand, 2015).
de Blok et al. (2016) study the CO, HI, and [CII] kinematics in ten nearby galaxies
and find that the [CII] velocity is systematically larger than that of the CO or HI,
although they attribute this is systematics in the data reduction and the low veloc-
ity resolution of the [CII| data. Simon et al. (2005) compare CO and Ha rotation
curves in two disk galaxies: in NGC 5963, the CO and Ha velocities agree to within
1 kms™!, but the Ha in NGC 4605 shows systematically slower rotation than the
CO by 4.8 kms™!. Clearly, comparisons among tracers of the different phases of the
interstellar medium (ISM) are complicated. Large, homogeneous samples of galaxies
in multiple tracers are needed to make headway towards understanding the causes
and ubiquity of the kinematic differences between ISM phases.

Davis et al. (2013) studied the properties of 24 gas-rich early type galaxies from
the ATLAS?P survey by comparing the ionized, atomic, and molecular gas kinemat-
ics out to ~0.5 R.. They find that 80% of their sample show faster molecular gas
rotation velocities than the ionized gas. The other 20% have the same molecular and
ionized gas rotation velocities. They attribute these rotation velocity differences to
the velocity dispersion of the ionized gas. Therefore, the dynamically cold molecular
gas is a better tracer of the circular velocity than the ionized gas. Such a study has
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yet to be carried out in a similar sample of star-forming disk galaxies.

One way to study the kinematics of a galaxy is through its rotation curve,
the rotation velocity as a function of galactocentric radius. The velocity can be
decomposed into rotational, radial, and higher order terms (e.g. Begeman, 1989;
Schoenmakers, 1999; van de Ven & Fathi, 2010). High spatial resolution data are
needed to construct robust rotation curves using this method. This high resolution
data on a large sample of galaxies has been lacking, particularly for the molecular gas
tracers. The CALIFA IFU survey (Séanchez et al., 2012) measured optical spectra of
667 nearby galaxies, providing spatially and spectrally resolved Ha velocities, as well
as intensities, velocities, and velocity dispersions for many other ionized gas lines.
The EDGE-CALIFA survey (EDGE, Bolatto et al., 2017), selected 126 galaxies
from CALIFA and observed them in "?CO(J = 1 — 0) with the Combined Array
for Millimeter Wave Astronomy (CARMA) at ~4.5" resolution. Together, these
surveys allow for the molecular and ionized gas kinematics of a statistical sample
of nearby, star-forming galaxies to be analyzed. Using a sub-sample of 17 EDGE-
CALIFA galaxies, this work constitutes the largest spatially resolved combined CO
and Ha kinematic analysis to date for late-type galaxies.

Section 2.2 presents the EDGE, CALIFA, and ancillary data used for this
study. The rotation curve fitting routine, procedure to determine the kinematic
parameters from the EDGE CO data, and the sub-sample of galaxies used in this
work are discussed in Section 2.3. Section 2.4 presents comparisons of the CO and
Ha rotation curves. Potential explanations and interpretations of the results are

presented in Section 2.5, including the results of the kinematic simulations, velocity
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dispersions, and ionized gas line ratios. We present our conclusions and summary

in Section 2.6. Throughout this paper, CO refers to >C0O(J =1 —0).

2.2  Observations and Data Reduction

2.2.1 The EDGE-CALIFA Survey

The EDGE-CALIFA survey (Bolatto et al., 2017) measured CO in 126 nearby
galaxies with CARMA in the D and E configurations. Full details of the survey, data
reduction, and masking techniques are discussed in Bolatto et al. (2017), and we
present a brief overview here. The EDGE galaxies were selected from the CALIFA
sample (discussed in the following section) based on their infrared (IR) brightness
and are biased toward higher star formation rates (SFRs) (see Figure 6 of Bolatto
et al., 2017). A pilot study of 177 galaxies was observed with the CARMA E-
array. From this sample, 126 galaxies selected for CO brightness were re-observed
in the D-array. These 126 galaxies with combined D and E array data constitute
the main EDGE sample*. The EDGE sample is the largest sample of galaxies
with spatially resolved CO, with typical angular resolution of 4.5” (corresponding
to ~1.5kpc at the mean distance of the sample). Data cubes were produced with
20 kms~! velocity channels. At each pixel in the cube, a Gaussian is fit to the CO
line. Velocity-integrated intensity, mean velocity, velocity dispersion, and associated
error maps are created from the Gaussian fits. Pixels with velocities that differ from

1

their nearest (non-blanked) neighbors by more than 40 kms™', generally caused

*The EDGE CO data cubes and moment maps for the main sample are publicly available and
can be downloaded from www.astro.umd.edu/EDGE.
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by fitting failures in low signal-to-noise data, are replaced with the median value
of the neighbors. This replacement is rare and occurs for ~0.5% of pixels in a
given galaxy. Additional masking was applied to the CO maps where the Gaussian
fitting introduced artifacts. This masking was based on signal to noise ratio (SNR)
cut using the integrated intensity and associated error map. Pixels with SNR < 1
were blanked in the velocity field. Average CO velocity dispersions are derived and
are listed in Table 2.1. A beam smearing correction is applied and is discussed in

Appendix A.2.

2.2.2 The CALIFA Survey

The CALIFA survey (Sénchez et al., 2012) observed 667 nearby (z = 0.005—
0.03) galaxies. Full details of the CALIFA observations are presented in Walcher
et al. (2014) and other CALIFA papers, but we present a brief overview for com-
pleteness. CALIFA used the PPAK IFU on the 3.5m Calar Alto observatory with
two spectral gratings. The low resolution grating (V500) covered wavelengths from
3745-7500 A with 6.0 A (FWHM) spectral resolution, corresponding a FWHM veloc-
ity resolution of 275 kms~—! at Ha. The moderate resolution grating (V1200) covered
wavelengths from 3650-4840 A with 2.3 A (FWHM) spectral resolution, correspond-
ing to a FWHM velocity resolution of 160 kms™" at Hy (Sanchez et al., 2016a).
The V500 grating includes many bright emission lines, including Ha,, H3, Hv, H9,
the [NII] doublet, and the [SII] doublet. The V1200 grating contains many stellar

absorption features used to derive the stellar kinematics as well as a few ionized gas
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emission lines, such as Hy and Hé. The typical spatial resolution of the CALIFA
data are 2.5", corresponding to ~0.8 kpc at the mean distance of the galaxies. The
CALIFA galaxies were selected from the Sloan Digital Sky Survey (SDSS) DR7 to
have angular isophotal diameters between 45" and 79.2" to make the best use of the
PPAK field of view. The upper redshift limit was set so that all targeted emission
lines were observable for all galaxies in both spectral set ups; the lower redshift limit
was set so that the sample would not be dominated by dwarf galaxies. The data
used for this study come from the final data release’ (Sanchez et al., 2016a) and
data products come from Pipe3D version 2.2 (Sanchez et al., 2016¢,b) provided in
the final form by the CALIFA Collaboration.

The wavelength calibration of the data is detailed in Sanchez et al. (2012)
and Appendix A.5 of Husemann et al. (2013) and is crucial to extract accurate line
velocities. The wavelength calibration data are used to resample the spectra to a
linear wavelength grid and to homogenize the spectral resolution across the band
(6.0 A FWHM for V500 and 2.3 A FWHM for V1200). The calibration is done using
HeHgCd lamp exposures before and after each pointing using 16 lines for the V500
data and 11 lines for the V1200 data. The resulting accuracy of the wavelength
calibration is ~0.2-0.3 A for the V500 data and ~0.1-0.2 A for the V1200 data.
However, in our analysis of the V1200 data, we found errors in the wavelength
calibration resulting from a bad line choice used to anchor the wavelength scale.
This has been remedied in the current version of the data used here.

Once the data are calibrated, Pipe3D fits and removes the stellar continuum,

fThe CALIFA data cubes are publicly available at http://califa.caha.es.
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measures emission line fluxes, and produces two-dimensional data products for each
emission line. Full details of Pipe3D and its application to the CALIFA data can
be found in Sanchez et al. (2016¢,b), and important details are reproduced here for
completeness. The underlying stellar continuum is fit and subtracted to produce a
continuum-subtracted or “emission line only” spectrum (Section 2 of Sanchez et al.,
2016¢). A Monte Carlo method is used to first determine the non-linear stellar kine-
matic properties and dust attenuation at each pixel in the cube. Next, the results
of this non-linear fitting are fixed and the properties of the underlying stellar popu-
lation are determined from a linear combination of simple stellar population (SSP)
templates (see also Section 3.2 of Sanchez et al., 2016b). This model stellar spectrum
is then subtracted from the CALIFA cube at each pixel to produce a continuum-
subtracted cube. To determine the properties of the emission lines, Pipe3D uses
a nonparametric fitting routine optimized for weaker emission lines (“flux_elines")
which extracts only the line flux intensity, velocity, velocity dispersion, and equiva-
lent width (see Section 3.6 of Sanchez et al. (2016b) for full details). Each emission
line of interest is fit using a moment analysis similar to optimal extraction. The line
centroid is first guessed based on the rest-wavelength of the line, and a wavelength
range is defined based on the input guess for the line FWHM. A set of 50 spectra in
this range are generated using a Monte Carlo method and each is fit by a Gaussian.
At each step in the Monte Carlo loop, the integrated flux of the line is determined
by a weighted average, where the weights follow a Gaussian distribution centered on
the observed line centroid and the input line FWHM. With the integrated flux fixed,

the velocity of the line centroid is determined. The line fluxes are not corrected for
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extinction within Pipe3D so the desired extinction correction can be applied in the
analysis. We do not apply an extinction correction since this would have a minimal
effect on the line centroid used here. Additional masking was also applied to the
CALIFA velocity fields using a SNR cut based on the integrated flux and error maps.
Pixels with SNR < 3.5 were blanked.

The linewidths of the V500 data (which covers Ha) are dominated by the in-
strumental linewidth (6.0 A ~ 275 kms~! at A(Ha) = 6562.68 A), and hence reliable
velocity dispersions are not available for the V500 data. The instrumental linewidth
can be removed from the V1200 data (2.3 A ~ 160kms~! at A\(Hy) = 4340.47 A).
To determine the H~v linewidth, we start with the continuum-subtracted cube and
isolate the H~ line. We fit the H~v line at each spaxel using a Gaussian, where the
linewidth is given by the width of the Gaussian fit. Pixels with SNR < 3 are blanked.
We convert the resulting maps from wavelength to velocity using the relativistic con-
vention, producing maps of the velocity dispersions for each galaxy. Independently,
Pipe3D does provide velocity dispersion maps derived from non-parametric fitting.
The values in these maps, however, are frequently lower than the instrumental ve-
locity dispersion over extended regions (a problem we do not find in our Gaussian
fitting), and it is known that the pipeline systematically finds dispersions lower than
obtained from Gaussian fitting (section 3.6 of Sanchez et al., 2016b).

We compare the velocity dispersions extracted from Pipe3D and our Gaussian
fitting to non-parametric fitting done with NEMO (Teuben, 1995). In this fitting
we find the linewidth at each spaxel using the ccdmom mom=32 task. This finds the

peak, locates the minima on either side of the peak, and takes a second moment over
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those channels. Velocity dispersions from this method agree much better with the
Gaussian fitting results than with the Pipe3D values, hence we adopt the Gaussian
fitting results to determine the Hv velocity dispersion.

Before using these velocity dispersion maps in our analysis (Section 2.5.5.1), we
remove the instrumental velocity dispersion, and and model and remove the beam
smearing effects (the latter is a small effect in the regions were we are interested
in measuring the gas velocity dispersion). This procedure is discussed in Appendix
A.2, and caveats are discussed further in Section 2.5.5.1. We regrid all CALIFA
maps to the same grid as the corresponding EDGE map using the Miriad task
regrid (Sault et al., 1995).

CALIFA also derived effective radius (R,) measurements for all EDGE galaxies
as described in Sanchez et al. (2014). These values are listed in Table A.3.

When comparing the velocity fields from the EDGE and CALIFA surveys, it is
important to note that the velocities are derived using different velocity conventions:
EDGE follows the radio convention, and CALIFA follows the optical convention. Be-
cause velocities in both surveys are referenced to zero, all velocities are converted to
the relativistic velocity convention. In both the optical and radio conventions, the
velocity scale is increasingly compressed at larger redshifts; typical systemic veloc-
ities in the EDGE-CALIFA sample are ~4500 kms~!. The relativistic convention
does not suffer from this compression effect. Differences between these velocity con-
ventions and conversions among them can be found in Appendix A.1. All velocities

presented here are in the relativistic convention, unless otherwise noted.
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2.2.3 Convolving to a Common Spatial Resolution

In order to accurately compare the CO and ionized gas velocity fields, the
EDGE and CALIFA data cubes were convolved to the same angular resolution. The
convolution was done using the convol task in Miriad (Sault et al., 1995), which
uses a Gaussian kernel. The EDGE beam was first circularized by convolving to a
value 5% larger than the beam major axis. The CALIFA point spread functions are
circular (Sanchez et al., 2016a). The EDGE and CALIFA cubes were convolved to
a final 6" resolution, corresponding to ~2kpc at the mean distance of the galaxies.
Data products were reproduced as outlined in Sections 2.2.1 and 2.2.2. The CO
and Ha velocity fields for NGC 2347 are shown in Figure 2.1. The rotation curves
were derived as described in Section 2.3.1. There is excellent agreement between the
native and convolved rotation curves for both CO and Ha, suggesting that while
it is best to match physical resolution the convolution does not affect the results

presented here.

2.2.4 GBT HI Data

The EDGE collaboration obtained HI spectra for 112 EDGE galaxies from
the Robert C. Byrd Green Bank Telescope (GBT) in the 2015B semester as part
of GBT/15B-287 (PI: D. Utomo). We defer detailed discussion of these data for a
future paper (Wong et al. 2021, in preparation) and present a brief overview. Obser-
vations were taken using the VEGAS spectrometer with a 100 MHz bandwidth, 3.1

kHz (0.65 kms™!) spectral resolution, and a 3-¢ sensitivity of 0.51 mJy. On-source
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Figure 2.1: EDGE CO and CALIFA Ha velocity fields convolved to a 6" beam
size for NGC 2347. Isovelocity contours are shown in 50kms™! increments out to
+250kms~! from the systemic velocity. The circularized 6" beams are shown as
the black circles.

integration time was 15 minutes for each galaxy. The GBT primary beam FWHM
was 9’ compared to the average EDGE Dy = 1.67, so the galaxies are spatially un-
resolved. Data were reduced using standard parameters in the observatory-provided
GBTIDL package. A first or second order baseline was fit to a range of line-free

L on either side of the signal range. The spectra

channels spanning 300-500 km s~
were calibrated to a flux density scale assuming a gain of 2 K/Jy and a negligible
coupling of the source size to the telescope beam. The widths containing 50% and
90% of the flux (W50 and W90 respectively) were derived from a Hanning smoothed
spectrum to use as proxies for the maximum rotation velocity of the neutral atomic

gas in these galaxies. These values are listed in Table 2.1, if available. The HI

spectrum for NGC 2347 is shown in Figure 2.2, with the inclination corrected W50
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Figure 2.2: The HI spectrum from the GBT is shown for NGC 2347. The spectrum
has been clipped to 500 kms™! from the CO systemic velocity. The velocities here
have been converted to the relativistic convention. Inclination corrected W50 and
W90 values are indicated by the dashed and solid blue lines. For this work, the HI
data are used as a comparison to the molecular and ionized gas rotation velocities.

and W90 values marked.

If HI data from GBT are not available, W50 values only were taken from
Springob et al. (2005). Specifically, we use their W values which are W50 corrected
for the instrumental and redshift effects. For this work, these data are used for only
three galaxies and come from either the Green Bank 300 ft telescope (NGC 5480 and
NGC5633) or Arecibo (line feed system, UGC 9067). These values are also listed in
Table 2.1.

In this work, we use the HI rotation velocities as point of comparison to the
CO and Ha rotation velocities. We convert the W50 and W90 values to rotation
velocities where V,oi=W/(2sini), where ¢ is the galaxy’s inclination as listed in

Table A.3.
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2.3 Data Analysis

2.3.1 Fitting CO Rotation Curves

Rotation curves were determined for each galaxy using a tilted ring method*
(Rogstad et al., 1974; Begeman, 1989), which has previously been applied to HI data
(e.g Begeman, 1989; Schoenmakers, 1999; Fraternali et al., 2002; de Blok et al., 2008;
Torio et al., 2017), ionized gas data (e.g van de Ven & Fathi, 2010; Di Teodoro et al.,
2016), CO data (e.g Wong et al., 2004; Frank et al., 2016), and recently [CII]158um
data in high redshift galaxies (Jones et al., 2017). Galaxies were deprojected (posi-
tion angles and inclinations are listed in Table A.3) and divided into circular annuli.
The radius of each annulus was determined such that the width was at least half a
beam. The center position, inclination (¢), and position angle (PA) are assumed the
same for all annuli. The PA takes values between 0 and 360 degrees and increases
counterclockwise, where PA = 0 indicates that the approaching side is oriented due
north. The rotation (V,u), radial (Viaa), and systemic (Viys) velocity components

were determined in each ring using a first order harmonic decomposition of the form

V(r) = Viet(r) cos¢sini + Viaa(r) sin g sini + AVqys(r) (2.1)

where r is the galactocentric radius and 1 is the azimuthal angle in the plane of

the disk (Begeman, 1989; Schoenmakers, 1999). Before fitting, the central systemic

fWe note that a python implementation of this rotation curve fitting routine has now been
published by Cooke, Levy, et al., (2021) and is available at https://github.com/rclevy/
RotationCurveTiltedRings.
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velocity (Ve") was subtracted from the entire map, so that the fitted systemic

component is AVys(1) = Viys(r) — VS

The initial values for the PAs and inclinations were chosen from photometric
fits to outer optical isophotes (Falcon-Barroso et al., 2017). If values were not
available from this method, they were taken from the HyperLeda database (Makarov
et al., 2014). Initial central systemic velocity values (V$5') and center coordinates
(RA and Dec) were taken from HyperLeda. The kinematic PAs were determined
from the results of the ring fitting by minimizing V,.q at radii larger than twice
the CO beam; an incorrect PA will produce a non-zero radial component. V"
values were refined by minimizing AV, at radii larger than twice the CO beam.
The inclination is not as easily determined from kinematics; however, examining
fits to individual annuli (rather than the rotation curve) can indicate whether the
inclination is incorrect. Center offsets in RA and Dec (Xof, Yo) were determined
using a grid search method. At each point in the grid of X,¢ and Y.g values, a
rotation curve was fit using that center. A constant was fit to the AV, component,
and the combination of X, and Y. resulting in the best fit was selected as the
center. The value of V7" was then adjusted as necessary to again minimize AVgy.
The sign of the offset is such that the correct center is (Zeen, Yeen) = (RA—Xog,
Dec—Yo). If a rotation curve could not be fit, either because there is little or no
detected CO or because the velocity field is very disturbed, the parameter values
were unchanged from the initial values. The final values of the geometric parameters
can be found in Table A.3, including whether the PA, inclination, and V" values are

derived from kinematics (this work), photometrically (Falcon-Barroso et al., 2017),
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Figure 2.3: (Left) The CO rotation curve for NGC 2347, where V,uis shown in blue,
Viad in red, and AV in green. The colored shaded regions are the errors on the
rotation curve from the Monte Carlo method. The gray shaded region shows the

inner 2 beams where beam smearing can affect the rotation curve substantially.

The black dashed line shows R. (Table A.3). (Right) The Ha rotation curve for
NGC 2347, where the colors of the curves are the same as in the left panel. In both
cases, the Vi,q and AV, components are small and consistent with zero within the
error ranges. The V ,components flatten at larger radii. Interestingly, V.. (Ha) is
noticeably smaller than V,.(CO).

or from HyperLeda.

Errors on the rotation curve were determined using a Monte Carlo method in
which the geometrical parameters were drawn randomly from a uniform distribution.
The center position was allowed to vary by 1" in either direction, since over the
whole EDGE sample, the average change in the CO (or Ha) center position from
the original value is 0.7". The inclination is varied by 2°, which is the average
difference between the final and initial inclinations over the whole EDGE sample.
The PA was also allowed to vary by 2°, which is the median difference between the
final and initial PAs over the whole EDGE sample. This allows typical uncertainties
in the kinematic parameters to be reflected in the rotation curves. The shaded error

regions shows the standard deviation of 1000 such rotation curves. The CO rotation
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curve showing Vi, Viaa, and AV, for one galaxy is shown in Figure 2.3 (left).

sys

We note this method to determine errors on the rotation curve differs from
methods which use the differences between the approaching and receding sides of
the galaxy, assuming that those differences are at the 2-0 level (e.g. Swaters, 1999;
de Blok et al., 2008). Typical uncertainties on the CO rotation velocity are ~3—
10kms™! (1-0). For the uncertainties stemming from the difference in rotation
velocity between the approaching and receding sides to exceed the typical 1-o un-
certainties we find in our Monte Carlo method, rotation velocities of the approaching
and receding sides would have to differ by 12-40kms~!. This seems unlikely, espe-
cially given that uncertainties on the rotation velocities derived from the differences
between the approaching and receding sides presented by de Blok et al. (2008) are

1 Therefore, we conclude that the major source of uncertainty

generally ~10km s~
in deriving our rotation curves are uncertainties in the geometric parameters.

Due to the beam size of the EDGE data, the observed velocities are affected
by beam smearing, especially in the centers of the galaxies (Bosma, 1978; Begeman,
1987). Leung et al. (2018) analyzed the effect of beam smearing in the EDGE sample
and found that it is only significant in the inner portions of the galaxy (<0.5 R.)
where the velocity gradient is steep. For this study, we do not correct for beam
smearing but rather exclude from the analysis points in the rotation curve within 2
beams from the center. The radius corresponding to twice the CO beam is referred
to as Ropeam throughout. The excluded central region is shown in gray in Figure
2.3. Excluding the center of the galaxy also minimizes any effects from a bulge or

an active galactic nucleus (AGN).
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2.3.2 Fitting Ionized Gas Rotation Curves

The CALIFA data were fit using the methods described in in previous section
and the same PA and inclination as the CO listed in Table A.3. In some cases, the
Ha velocity contours are noticeably offset from the CO contours. CALIFA provides
refinements to their astrometry in the headers of the data; however, these refine-
ments are not large enough to account for some observed offsets. The CALIFA
pipeline registers the RA and Dec for the center of the PPAK IFU to the corre-
sponding center of the SDSS DR7 image (Garcia-Benito et al., 2015). In DR2, 7%
of the galaxies have registration offsets from SDSS >3" (Garcia-Benito et al., 2015).
However, this registration process is known to fail in some cases. Indeed, in many of
the galaxies for which we find offsets, this registration process has failed. Therefore,
CALIFA centers were re-fit in the same way as the EDGE data, as described in
Section 2.3.1. Because the V500 and V1200 data were taken on different days, the
centers of the V500 and V1200 data were re-fit independently. For both the V500
and V1200 data, the average magnitude of the center offset is 0.9". The center
offsets and V" values for the CALIFA data are presented in Table A.3. The Ha

sys

rotation curve for NGC 2347 is shown in Figure 2.3 (right).

2.3.3 The Kinematic Sub-Sample

Of the 126 EDGE galaxies, ~100 have peak brightness temperatures > 5o
(Bolatto et al., 2017). Reliable CO and Ha rotation curves could not, however, be

derived for every detected EDGE galaxy. To best compare the CO and Ha rotation
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curves, a sub-sample of galaxies for which reliable CO and Ha rotation curves could
be derived is used for the remainder of the analysis (the Kinematic Sub-Sample
or KSS). A reliable rotation curve has small V;,q and AV, components at radii
larger than Ropeam (as in Figure 2.3). In the centers of galaxies, there may be radial
motions due to bars and other effects, but these should not affect the larger radii
we consider here. Ensuring that both the CO and Ha have small V4 components
validates our assumptions that the CO and Ha have the same PA and inclination
and that the PA and inclination do not change much over the disk (i.e. there
are no twists or warps). In addition to the criteria on the rotation curves, there
are four galaxies (NGC4676A, NGC 6314, UGC 3973, and UGC 10205) for which
the observed CO velocity width may not be fully contained in the band (Bolatto
et al., 2017). One galaxy (UGC 10043) has a known Ha outflow (Lopez-Coba et al.,
2017). These galaxies are also excluded from the subsample. Finally, we exclude
galaxies with inclinations larger than 75°. At large inclinations, the line profiles can
become skewed and a Gaussian fit to the line profiles is not appropriate and can
lead to systematic biases in the mean velocities. We will analyze the highly inclined
galaxies in the following chapter (Chapter 3; Levy et al. 2019). Under these criteria,
our sample size is reduced to 17 galaxies. Figure A.4 shows CO and Ha velocity
fields and rotation curves for all galaxies in the KSS. Specific notes on each galaxy
in the KSS can be found in Appendix A.3. Table 2.1 lists global quantities for the

KSS not listed in Tables A.3 or A.3.
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2.4  Results

Previous comparisons of molecular and ionized gas rotation velocities for in-
dividual galaxies show variations in agreement (e.g. Wong et al., 2004; Simon et al.,
2005; Heald et al., 2006a; de Blok et al., 2016). Davis et al. (2013), for example,
found that for 80% of their sample of 24 gas-rich early-type galaxies (ETGs) the
ionized gas rotation velocities were lower than for the molecular gas. For a few of
the star-forming disk galaxies in our KSS, the molecular and ionized gas rotation
velocities agree within the errors, such as UGC 9067 shown in Figure 2.4 (left). The
majority of our galaxies, however, have CO rotation velocities which are measur-
ably higher than the Ha rotation velocities (such as for NGC 2347, shown in Figure
2.4 right). In no case is the Ha rotation velocity measurably higher than the CO.
To quantify the differences between the CO and Ha rotation curves, the rotational
component of the Ha rotation curve was linearly interpolated and resampled at the
same radii as the CO rotation curve. V,.(CO) and V,o(Ha) are compared at radii
larger than twice the convolved beam (Rapeam) to ensure that beam smearing is not
affecting the results; the gray shaded regions in Figure 2.4 show the radii over which
the rotation curves are compared. The differences between V,.(CO) and V,(Ha)
are shown in Figure 2.4 (purple points). The median of these differences (AV') was
taken to determine an average velocity difference between the CO and Ha rotational
velocities. The standard deviation of the difference at each radius (oay) is quoted
as an error on AV. Galaxies have measurably different CO and Ha rotation veloc-

ities if |[AV| > oay and are consistent if |[AV] < oay. Of the 17 galaxies in the
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Figure 2.4: CO and Ha rotation curve comparisons for two galaxies. In both plots,
Vot (CO) is in blue and V,ot(Ha) is in red. The purple curves show the difference
between the rotation curves at radii greater than Rapeam to the furthest CO extent.
The median difference between Vo (CO) and Vo (Ha) (AV) is quoted and the
error is the standard deviation. The solid gray and black lines show the inclination
corrected V.o (HI) values from W50 and W90 for comparison. The black dashed
lines show R, (Table A.3). (Left) UGC 9067 has CO and Ha rotation curves which
are consistent within the error bars. (Right) NGC2347 shows a difference of 24
kms™! between the CO and Ha rotation curves. The HI rotation velocities tend to
agree better with the CO rotation curve. Many galaxies in the KSS show AV which
are larger than the errors on the rotation curves.

KSS, 77%:2)%% (13%5) show measurably higher CO rotation velocities than He, and
the other 23%1“2?% (4™9) show consistent CO and Ha rotation velocities. This is
remarkably similar to the ETG results of Davis et al. (2013).

To better understand the distribution of AV in the KSS, a kernel density
estimator (KDE) was formed, where each galaxy is represented as a Gaussian with
centroid u = AV, 0 = oay, and unit area. These Gaussians were summed and re-
normalized to unit area. The resulting distribution is shown in Figure 2.5, showing
that all galaxies in the KSS have AV > 0. The median AV of the sample is 14
kms~!.

We find no strong radial trends in AV, likely because the range of radii probed

is relatively small. Over the 17 KSS galaxies, the median gradient in AV with radius

20



T

o6 —m—m 11—
—— Median

14 km/s

T

0.05

T

0.04

T

0.03

Density

0.02

T

T

0.01

1 L L L L 1

0 ros T T N T N S S S N USSR P
-20 -10 0 10 20 30 40

AV (km/s)

Figure 2.5: Kernel density estimator showing the distribution of AV (the median
Vot (CO)-Vyot (Har)) in the KSS. Each galaxy is represented as a Gaussian with
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KSS have AV > 0. The median AV is 14kms™!.
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is —0.2+6.4kms ! kpcL.

In addition to Ha, rotation curves were derived for other ionized lines avail-
able from CALIFA using the same method and parameters described in Section
2.3.2. These lines include Hp, [OIII|A5007, [NII]JA6548, [NII|JA6583, [SII|A6717, and
[SIT]A6731 from the V500 grating and Hy from the V1200 grating. Rotation curves
from these lines (as well as CO and Ha) are shown for NGC 2347 in Figure 2.6,
where the colored shading indicates the errors on the rotation curves. Within these
errors, the ionized gas rotation curves are consistent with one another, and below
the CO rotation curve. Also shown are the W50 and W90 measurements from the
HI data. These values straddle the CO rotation curve and both are larger than the
ionized gas rotation velocities.

The low end of the AV values measured by Davis et al. (2013) are comparable
to those we measure (Figure 2.7). Davis et al. (2013) also measure the luminos-
ity weighted mean equivalent width (EW) of HS (a measure of the dominance of
star formation). CALIFA provides maps of the EW(Hea), and we find the median
EW (Ha) in the same region as where AV is calculated (excluding the inner 12" out
to the furtherest CO extent). The error is the standard deviation of EWs divided
by the square root of the number of beams over the region. As shown in Figure 2.7,
there is a trend between the EW and AV. The EW(Ha) values we measure are
larger than those measured by Davis et al. (2013). EWs > 14 A trace star-forming
complexes, and galaxies where the ionization is dominated by HII regions in the
midplane tend to have larger EWs (Lacerda et al., 2018). This implies that the bulk

of the ionized gas emission in our objects comes from the HII regions in midplane,
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Figure 2.6: Rotation curves in several ionized gas lines are consistent with each
other (using fixed geometric parameters listed in Table A.3). The figure shows an
example for NGC 2347. For CO, the shaded region shows the error on the rotation
curves from variations in the kinematic parameters using the Monte Carlo method
described in Section 2.3.1. For all other curves, the shaded regions indicate the
formal errors from the rotation curve fitting. The rotation curves from the ionized
gas are consistent with one another and are all below the CO rotation curve. Ionized
rotation curves other than Ha are truncated at the same radius as CO. The tan and
brown horizontal lines show V.. (HI) from W50 and W90 measurements, which tend
to agree with the CO rotation velocity. Note that variations among the rotation
curves are enhanced as the y-axis does not extend down to zero.
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which naturally rotate at the same velocity as the molecular gas (since they repre-
sent recent episodes of star formation). Lacerda et al. (2018) also find that EWs
< 3A trace regions of diffuse gas ionized by low-mass, evolved stars. These are
prevalent in elliptical galaxies and bulges and can also be present above or below
the midplane in spirals. EWs between these values are likely produced by a mixture
of ionization processes.

This suggests a scenario where ionized gas caused by recent star formation
(such as gas associated with HII regions), which is close to the galaxy midplane and
has a small scale height, shares the rotation of the molecular gas from which the star
formation arose. Ionized gas associated with older stellar populations or produced
by cosmic rays (which typically have much larger scale heights), or possibly gas that
has been shock-ionized (experiencing an injection of momentum that may drive it to
large scale heights) or otherwise vertically transported may rotate at lower speeds.

This scenario is in agreement with the trend seen in Figure 2.7, in which the
ETGs have lower EW(Hf) and higher AV than the star-forming spirals studied
here. It also agrees with studies that find vertical gradients in the rotation velocity
of the ionized gas in some galaxies (e.g., Rand, 1997, 2000). As pointed out by a
number of authors, however, the steady-state solution for a homogeneous barotropic
fluid immersed in an axisymmetric potential does not allow for such vertical rota-
tion velocity gradients (e.g., Barnabe et al., 2006; Marinacci et al., 2010). Having
the ionized disks in equilibrium while maintaining such gradients may require an
anisotropic velocity dispersion, similar to what may be expected for a galactic foun-
tain (Marinacci et al., 2010).
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Figure 2.7: Equivalent width of the Ha or Hf emission versus rotation velocity
difference between the molecular and ionized gas, AV. The blue points are the
KSS galaxies and use EW(Ha), and the black points are ETGs from Davis et al.
(2013) who use the luminosity weighted mean EW(Hp), excluding those which are
counter-rotating. Error bars are not provided for the EW(Hf) data. Our points
are consistent with the low AV end of the ETGs. EWs > 14 A (vertical dashed
line) trace star formation (Lacerda et al., 2018), so it is not surprising that the
star-forming disk galaxies used in this study have larger EWs than the ETGs use
by Davis et al. (2013).
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2.5 Discussion

The ubiquity and magnitude of the differences between the CO and Ha rota-
tion velocities are striking. We propose that these differences could be due to the
presence of significant extraplanar diffuse ionized gas (eDIG) in our KSS galaxies.
In the following subsections, we give some background on previous eDIG detections,
rule out scenarios other than eDIG that could produce this effect, and give support
for eDIG in these systems from velocity dispersions and ionized gas line ratios. We
also suggest that this thick, pressure supported disk would have a vertical gradient
in the rotation velocity, with gas at higher latitudes rotating more slowly than gas

in the midplane.

2.5.1 Previous Detections of Extraplanar Diffuse Ionized Gas

eDIG has been observed and discussed in the literature, and we highlight some
results here for context. The importance of the warm ionized medium (WIM) as a
significant fraction of the ISM in the Milky Way (MW) has been known for over four
decades (e.g. Reynolds, 1971; Reynolds et al., 1973; Kulkarni & Heiles, 1987; Cox,
1989; McKee, 1990) and for over two decades in other galaxies (e.g. Dettmar, 1990;
Rand et al., 1990; Rand, 1996; Hoopes et al., 1999; Rossa & Dettmar, 2003a,b). In
particular, diffuse Ha can contribute >50% of the total Ha luminosity with large
variations (Haffner et al., 2009, and references therein). In the MW, half of the HII
is found more than 600 pc from the midplane (Reynolds, 1993). How such a large

fraction of diffuse gas can be ionized at these large scale heights is debated, but it is
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widely believed that leaky HII regions containing O-star clusters can produce WIM-
like conditions out to large distances from the cluster and the midplane (by taking
advantage of chimneys and lines-of-sight with little neutral gas created by past
feedback, Reynolds et al., 2001; Madsen et al., 2006), although ionization sources
with large penetration depths (such as cosmic rays) or re-accretion from the halo
may also play a role.

Extraplanar HI exhibiting differential rotation has been detected in the MW
(e.g. Levine et al., 2008) and in studies of individual galaxies (e.g. Swaters et al.,
1997; Schaap et al., 2000; Chaves & Irwin, 2001; Fraternali et al., 2002, 2005;
Zschaechner et al., 2015; Zschaechner & Rand, 2015; Vargas et al., 2017). Ve-
locity gradients between the high latitude gas and the dynamically cold midplane

I extending out to a few kpc, but there are large

are generally -10 — -30 km s~ ! kpc~
variations among and within individual galaxies.

Extraplanar Ha (i.e. eDIG) has also been found and studied in galaxies, pri-
marily from photometry. In a recent study tracing the WIM in the spiral arms of
the MW, Krishnarao et al. (2017) find an offset between the CO and Ha velocity
centroids, although they do not interpret this offset as eDIG. Outside the MW,
NGC891 is the prototypical galaxy with bright eDIG extending up to 5.5 kpc from
the midplane (Rand et al., 1990; Rand, 1997) and a vertical velocity gradient of
-15km s~ kpe™! (Heald et al., 2006a), in agreement with measurements of its extra-
planar HI (Swaters et al., 1997; Fraternali et al., 2005). Boettcher et al. (2016) find
that the thermal and turbulent velocity dispersions (11 kms~" and 25kms™! respec-

tively) are insufficient to support eDIG in hydrostatic equilibrium with a 1kpc scale
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height. NGC 5775 has observed HI loops and filaments with their rotation lagging
the midplane (Lee et al., 2001) as well as Ha lags of -8km s~ kpc™! detected up to
6-9kpc from the midplane (Heald et al., 2006a; Rand, 2000). NGC 2403 has eDIG
which lags the midplane by 80 kms™! extending a few kpc above the midplane (Fra-
ternali et al., 2004), in rough agreement with the lags observed in HI which extend
1-3kpc from the midplane (Fraternali et al., 2002). Finally, eDIG has been observed

I with a

in the face-on galaxy M 83 with a lag relative to the midplane of 70 kms™
vertical scale height of 1kpc (Boettcher et al., 2017). There is a range of eDIG
velocity gradients and scale heights, and, moreover, HI and Ha vertical velocity
gradients are not always similar or present (e.g. Zschaechner et al., 2015).

Apart from these case studies, there are several large photometric studies of
eDIG independent of HI. Following the work of Rand (1996), Miller & Veilleux
(2003a) and Rossa & Dettmar (2003a,b) performed larger photometric surveys of
nearby edge-on spiral galaxies. Rossa & Dettmar (2003a,b) had a sample of 74 edge-
on disks and found that 40.5% of the sample had eDIG extending 1-2kpc from the
midplane. In their sample of 17 galaxies, Miller & Veilleux (2003a) observe eDIG
in all but one galaxy. Miller & Veilleux (2003b) did a spectroscopic follow up study
of nine edge-on galaxies with observed eDIG and found vertical velocity gradients

ranging from —30 to —70km s~ ! kpc=t.
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2.5.2  Comparison with Stellar Dynamical Modeling

The stellar circular velocity curve, which accounts for stellar velocity disper-
sion, should agree with the CO rotation curve if CO is a dynamically cold tracer.
Leung et al. (2018) test three different dynamical models of the galaxy’s potential to
determine stellar circular velocity curves and compare these to CO rotation curves
of 54 EDGE galaxies. Overall, they find agreement between the CO rotation curves
and the three models to within 10% at 1 R.. We defer to Leung et al. (2018) for a
complete discussion of the details of the stellar modeling. The agreement between
the stellar dynamical modeling and the CO rotation curves verifies that CO is indeed
a dynamically cold tracer, indicating that the Ha is exhibiting anomalous behavior
rather than the CO. Moreover, our measured CO velocity dispersions (Table 2.1)

are small (~10kms™!), further indicating that the CO is dynamically cold.

2.5.3 An Inclined Disk

It is possible that the observed difference between the CO and ionized gas
rotation velocities could be produced by the inclination of the disk; however, we find
no correlation between AV and inclination, as shown in Figure 2.8. To determine
a correlation, we calculate the Spearman rank correlation coefficient (r5), which
quantifies how well the relationship between the variables can be described by any
monotonic function. Variables which are perfectly monotonically correlated will
have r, = 41, assuming that there are no repeated values of either variable. The

Spearman rank correlation coefficient does not, however, take the errors on the data
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Figure 2.8: Lack of a trend between galaxy inclination and AV. The cause of the
observed rotation velocity difference AV cannot be purely an inclination effect. The
Spearman rank correlation coefficient (r) is consistent with 0.

into consideration. The errors on AV are especially important here. Therefore, we
use a Monte Carlo method to determine the correlation coefficient over 1000 samples
drawn from a uniform random distribution within the error ranges on each point.
The error reported on r, is the standard deviation of all 1000 r, values. As shown in
Figure 2.8, the difference between the CO and Ha rotation velocities is not a result
of the inclination of the galaxy (rs = —0.01 £0.11).

We note that if the molecular and ionized gas disks had different inclinations,
our assumption that they are the same could produce a AV. However, to produce
only AV > 0 would require that all ionized gas disks are less highly inclined (with
respect to us) than the molecular gas disks, which for a sample of 17 galaxies is
extremely unlikely. We can, therefore, rule out that the inclination affects the
results in this way.

AV was also plotted against other global parameters of the galaxies, such
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as stellar mass (M,), SFR, specific SFR (sSFR = SFR/M., ), morphology, physical
resolution, and CO V... There are no trends with any of these global parameters,
and they are shown for completeness in Figure A.3 in Appendix A.3. As mentioned
in Section 2.2.3, the lack of trend with physical resolution (Figure A.3 bottom left)
justifies our choice to convolve to a common angular resolution rather than to a
common physical resolution. These values and their sources are listed in Table 2.1.
The lack of trends with these parameters agrees with Rossa & Dettmar (2003b),

who also found no trends in the presence of eDIG with such global parameters.

2.5.4 Star Formation Rate Surface Density Threshold

In previous studies of eDIG, Rand (1996) and (Rossa & Dettmar, 2003a) find
a possible trend in the amount of eDIG with the SFR per unit area (Xgpr) as traced
by the far infrared (FIR) luminosity (Lgr). The physical picture is that a minimum
level of widespread star formation is needed to sustain a thick disk that covers the
entire plane of the galaxy. Rossa & Dettmar (2003a) determine a threshold Ygpg
above which they claim that an eDIG will be ubiquitous. This does not guarantee,
however, that galaxies above this threshold will always have an eDIG or that galaxies

below it cannot have eDIG. Rossa & Dettmar (2003a) define this threshold Ygpgr as

= (3.240.5) x 10 erg s~  kpc 2 (2.2)

where Doy is diameter of the 25th magnitude isophote. Catalan-Torrecilla et al.

(2015) measure total IR (TIR, 81000 um) luminosities (Lyr) for 272 CALIFA
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galaxies, and Lrr measurements are available for 15/17 KSS galaxies. The thresh-
old defined by Rossa & Dettmar (2003a) can be converted to TIR by multiplying

by 1.6 (Sanders & Mirabel, 1996) so

= (5.1£0.8) x 10 erg s ' kpc > (2.3)

For the two galaxies without Lrig measurements, we can estimate Lyr from the

SFR measured by CALIFA from extinction corrected Ha where

1.6 [ SFR

-1
15 x 104 Jerg S (2.4)

L =
TIR M, yi-

(Kennicutt, 1998) and the factor of 1.6 comes from converting from Lpr to Lrig
(Sanders & Mirabel, 1996). Using measurements of Dys from HyperLeda (values
are listed in Table 2.1), we compare the values of Lyr/D3 for all KSS galaxies to
the eDIG threshold (Equation 2.3) in Figure 2.9. We find that 9473% of galaxies in
the KSS have Ltir/D3s greater than this threshold and should have eDIG based on
this criterion.

If many galaxies have a thick ionized disk, this could underestimate the dy-
namical mass of the galaxy derived from the ionized gas rotation velocity. Because
we find that the ionized gas rotates more slowly than the molecular gas in galaxies
with large Ygpgr, this effect could be significant in local star-forming galaxies and
even more so at higher redshifts where there is more star formation occurring on

average.
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Figure 2.9: Lyr/D3; versus AV for the KSS. The vertical dashed line shows the
eDIG threshold from Rossa & Dettmar (2003a) of Lr/D3s = 5.1 x 1010 erg s™!
(Equation 2.3). We find that > 90% of our sample exceed this threshold, indicating
the likely presence of eDIG in these systems. There is not, however, a trend between

LTIR/D%5 and AV.

2.5.5 Tonized Gas Velocity Dispersion

The trends between the eDIG and the star-formation rate surface density dis-
cussed in Section 2.5.4 (e.g. Rand, 1996; Rossa & Dettmar, 2003a) are suggestive of
star-formation feedback playing an important role in forming the eDIG. In order for
ionized gas to remain above or below the disk midplane in a long-lived configuration,
it must have sufficient velocity dispersion (or at least a vertical bulk motion). This
effectively acts as as additional pressure term, allowing the gas to remain at larger
scale heights. Therefore, we expect that galaxies with larger ionized gas velocity dis-
persions should have larger eDIG scale heights. Measuring the ionized gas velocity

dispersion is, therefore, an important way to test these ideas.
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Figure 2.10: The left panel shows the trend between the velocity dispersion measured
from the Hy linewidth (op.,) and AV. Error bars reflect the propagated error. The
red line is a linear fit to the data points. The lower panel shows the perpendicular
distance of each point from the line in units of standard deviations plotted against
AV. Points are color-coded by oapc. The solid and gray dashed lines show 1- and
3-0. 35% of the galaxies are within 1-o of the best-fit line and 71% are within 3-o.
If there is an underlying correlation between oy, and AV, it is weak. The right
shows the same as the left but using the velocity dispersions inferred from the ADC
(0apc). The trend results from the form of the ADC used here (Equation 2.6). 71%
of the galaxies are consistent with the best-fit line within 1-0 and 88% are consistent
within 3-0. In both bottom panels, the galaxy many o away from the best-fit line
is NGC 2347.

2.5.5.1 H~ Velocity Dispersion Measurements

CALIFA data cannot, unfortunately, be used to accurately measure the Ha
linewidth due to the low spectral resolution of the V500 grating employed (6.0A
FWHM = 275kms™! at Ha). CALIFA observes Hy with the moderate-resolution
V1200 grating (2.3A FWHM~ 160kms~! at Hy), however, and those data can

be used in principle to establish ionized gas velocity dispersions. Starting with the
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continuum-subtracted cubes, we fit the Hvy line with a Gaussian at each spaxel
where the width of the Gaussian corresponds to the velocity dispersion, as discussed
in Section 2.2.2. The measured linewidth is the convolution of the instrumental
response with the actual gas velocity dispersion, and has a small contribution from
rotation smearing caused by the finite angular resolution. We apply a beam smear-
ing correction which also accounts for the instrumental velocity dispersion. This
method is described in detail in Appendix A.2. The accuracy of the resulting ion-
ized gas velocity dispersion depends critically on the exact knowledge of the spectral
resolution and response of the grating, because the instrumental velocity dispersion
(Oinst ~ 68 kms™1) is of the same order as the observed oy before removal: in other
words, the spectral resolution of the V1200 observation is marginal for the purposes
of measuring the velocity dispersion in these galaxies, and our results should be
considered tentative. Inspection of the maps suggests that it is likely that the beam
smearing-corrected oy, values reported here are lower limits to the real ionized gas
velocity dispersion, and we caution against over-interpretation of these values. We
do not correct our oy, for inclination and hence assume that the velocity dispersion
is isotropic. As discussed in Section 2.4, anisotropic velocity dispersions may be
required to maintain ionized gas disks with vertical gradients in the rotation veloc-
ity (Marinacci et al., 2010). With these caveats in mind, we calculate the average
beam smearing-corrected H~y velocity dispersion over the same region where AV is
calculated. Velocity dispersions range from ~25-45kms™! (Figure 2.10 left). The

scale height of the disk (k) corresponding to a given isotropic velocity dispersion (o)
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0_2

h= TG (r)

(2.5)

(van der Kruit, 1988; Burkert et al., 2010). We use azimuthally averaged radial
profiles of the stellar surface density (X.) from Utomo et al. (2017) to find X, over the
same range of radii where AV is calculated (listed in Table 2.1). The scale heights
corresponding to the observed oy, are ~0.1-1.3kpc. Previous measurements of
eDIG scale heights range from 1-2kpc (Rossa & Dettmar, 2003a; Miller & Veilleux,
2003b; Fraternali et al., 2004) up to a few kpc above the disk (Rand, 2000, 1997;
Miller & Veilleux, 2003a). Because our oy, are likely lower limits, the scale heights

may indeed be larger than we report here.

2.5.5.2  Velocity Dispersion Estimates from an Asymmetric Drift Cor-
rection

It is possible to infer the velocity dispersion needed to produce the observed
AV using an asymmetric drift correction (ADC). Generally, an ADC is used to
find Ve given Vig, o, and X,.(r); however, since V., (CO) traces V. (Section
2.5.2), we can invert the ADC to find o instead, with V,ot=V,ot(Ha). If we assume
that the velocity dispersion is isotropic (o, = o0, = 0y4), o(r) = constant, and

Y. (r) = 2p(r, 2)h(z) (Binney & Tremaine, 2008), then

V2, — V2
2 — circ rot ] 2.
7 T Zdmx,/dlnr (2:6)
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We use azimuthally averaged radial profiles for ¥, (r) from Utomo et al. (2017) to find
dInY, /dInr. Ve, Viot, and X, (r) are averaged over the same radii as where AV is
calculated; this excludes the central two beams (12"~4kpc) where beam smearing
or a bulge can affect the rotation curve. Velocity dispersions from the ADC method
(0apc, Equation 2.6) range from ~15-85kms™! in the KSS (Figure 2.10 right).
There is an apparent trend with AV resulting from Equation 2.6. Using Equation
2.5, we find scale heights ranging from ~0.1-2.0kpc, again in rough agreement
with previous measurements. For individual galaxies, the velocity dispersions and
scale heights predicted from the ADC tend to be larger than those measured in
the Hy (Figure 2.11), but given the difficulty in the measurement the agreement is

reasonable.

2.5.5.3 Trends between AV and the Velocity Dispersion

To explain the difference in rotation velocities observed between the molecular
and ionized gas as resulting from the presence of eDIG, we would expect that galaxies
with a larger AV should have larger velocity dispersions as well. There is a trend
between AV and oapc (Figure 2.10 right) stemming directly from the form of the
ADC used (Equation 2.6). There is not, however, an immediately apparent relation
between AV and oy, (Figure 2.10 left). Because the errors on both AV and oy,
are large, however, there could be an underlying correlation. To assess whether
an underlying correlation could exist, we fit a line to the data points (top panels

of Figure 2.10). We then calculate the perpendicular distance of each point from
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Figure 2.11: The velocity dispersions inferred from the ADC compared to those
measured for the Hvy emission in each galaxy. The error bars reflect the statistical
errors, measured from the standard deviation of the measurements in the annulus.
The dashed line is one-to-one. The velocity dispersion oy, is roughly comparable
to those inferred from the oapc; although o, tends to be smaller than oapcthis
should not be over-interpreted given the difficulty of the measurement discussed in
Section 2.5.5.1.
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the line as well as the error on that distance accounting for the error bars on both
quantities. From this, we determine the distance from the best-fit line in standard
deviations (bottom panels of Figure 2.10). For the ADC, 71% of the galaxies are
consistent with the best-fit line within 1-0 and 88% are consistent within 3-o (Figure

2.10 left). This tight correlation again stems from the form of the ADC used, since

oapc depends explicitly on \/ th(CO)2 — th(HOz)2 which is ~ /V;ot AV (Equation
2.6). For oy, however, only 35% of the galaxies are within 1-¢ of the best-fit line
and 71% are within 3-0 (Figure 2.10 left), so any underlying correlation between
ony and AV is weak. Nonetheless, most of our galaxies have high enough velocity
dispersions to support a thick ionized gas disk, and nearly all of our subsample have

sufficient Xgpr (Figure 2.9).

2.5.6 [Su]/Ha and [N11|/Ha Ratios

The velocity dispersion is not the only tracer of eDIG. The ratios of [NII|A6583 /Ha
(INII]/Her) and [SI]A6717/Ha ([SII]/Hea) increase with distance from the midplane
and are used to probe the ionization conditions of the WIM (e.g Miller & Veilleux,
2003a,b; Fraternali et al., 2004; Haffner et al., 2009). [SII|/Ha varies only slightly
with temperature, whereas [NII|/Ha is used to trace variations in the excitation tem-
perature of the gas (Haffner et al., 2009). From observations of the MW and a few
other galaxies, [SII|/Ha = 0.1140.03 and [NII|/Ha ~ 0.25 in the midplane (Madsen,
2004; Madsen et al., 2006), whereas [SII|/Ha= 0.34 4+ 0.13 and [NII|/Ha 2 0.5 in

the eDIG (Blanc et al., 2009; Madsen, 2004). Observations of these ratios indicate
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Figure 2.12: (Left) There is no trend between AV and [SII|/He, although the errors
bars are large. All of our [SII]/Ha ratios are larger than for the MW (dark gray
shaded region, [SII]/Ha = 0.11 £0.03) but only a few fall within the observed range
for the eDIG (light gray shaded region, [SI]/Ha = 0.34 + 0.13). The dashed gray
lines show the median values for the MW and eDIG. (Right) There is no trend
between [NII|/Ha and AV. As with [SII]/Ha, all of our measured ratios exceed
those found in the plane of the MW (dark gray shaded region, [NII|/Ha~ 0.25
where we have adopted a 20% error range) but are not as high as is generally
observed in the eDIG (light gray shaded region, [NII|/Ha 2 0.5). The dashed gray
lines show the median values for the MW and eDIG.

that there must be additional heating sources aside from photoionization from leaky
HII regions to produce the WIM (Haffner et al., 2009, and references therein).
CALIFA provides Hey, [SII|, and [NII] intensity maps for all galaxies. These
were masked to cover the same radii as where AV is calculated. As shown in Figure
2.12, there are no trends between [SII|/Ha or [NII|/Ha with AV (r; = 0.03 £0.18
and r; = —0.02 £ 0.17 respectively). For both [SII]/Ha and [NII|/He, our ratios
are all larger than for the plane of the MW but only a few fall within the observed
range for the eDIG. This is perhaps not unexpected, since emission from the plane is
mixed with emission from the eDIG which would systematically lower the observed
ratios. This is an encouraging hint that the observed AV could be due to eDIG in

a thick disk.

70



2.5.7 Kinematic Simulations

To further investigate how the disk’s geometry affects the observed rotation
curve, we perform a suite of kinematic simulations using NEMO. Disks are given
different scale heights and vertical rotation velocity distributions as described in
the follow subsections. The particle velocities are given by an input rotation curve
which rises linearly from » = 0 — 1 units and is constant at Vj; = 200kms~! from
r =1 — 6 units. The disk is then inclined and “observed" with a 1 unit beam. The
velocity is derived by fitting the peak of the line at each point in the simulated data
cube. Vo (r) is averaged between r = 1 and r = 5 to give V in the flat part of the
rotation curve. The error on V' (o) is the standard deviation of V. (r). A simulated
AV is computed by Vi — V, which is analogous to the AV defined previously (V;
corresponds to V,,(CO) and V corresponds to the median V,.(Ha) in the outer
part of the galaxy). We test four disk configurations, which are described below.
To convert the scale heights to physical units (i.e. kpc), we use the turn-over radius
(Rp) of the rotation curve (1 unit in the simulations) and find the average Ry of
the KSS Ha data. We fit the KSS Ha rotation curves with Vieqe = Vo(1 — e~ #/70)
(e.g. Boissier et al., 2003; Leroy et al., 2008) and fix V to the value determined for
that galaxy. The average R, over the sample is found, and the scaling is 1 unit =
1.77 4+ 0.25 kpc. We note that the assumed beam in the simulations is 1 unit, which
is nearly identical to the beam size of the observations (6" = 1.73kpc at the average

distance of the KSS galaxies).
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2.5.7.1 Thin Disks

First, we create a thin disk of particles with scale height A = 0. The simulated
AV as a function of inclination is shown in Figure 2.13 (top left). The resulting AV
values are all very small and are insufficient to explain the offsets seen in Figure 2.5.
We recover the input rotation curve to within ~2kms™!. This ~2kms™! offset is
due to beam smearing. If a smaller beam is used, this offset disappears. So neither

the inclination nor beam smearing of a thin disk can produce the observed AV'.

2.5.7.2 Thick Disks

Using the same simulation set up described above, the initial disk can be given
a scale height. The same input rotation curve is used at all heights, 2, such that
Voot (1, 2) =Viot (1, 2 = 0) = Vj. Particles are distributed vertically using a Gaussian
distribution where the FWHM is 2v/21n 2A (so the scale height above the midplane
is h). AV is then calculated from these simulations as described previously. Figure
2.13 (top right) shows AV as a function of h, color-coded by inclination. There is
only a trend for the highest inclinations, and even at these high inclinations, AV is
not as large as many galaxies in the KSS. Therefore, a thick disk with V. (z) = V4
cannot cause the observed AV | except perhaps for very highly inclined galaxies. For
intermediate inclinations, we recover the input rotation curve again to within the

~2kms~! from beam smearing.
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Figure 2.13: (Top left) From the simulations of thin inclined disks, the AV values
are all very small, so inclination cannot explain the observed AV. The ~2kms™!
offset away from AV = 0 is due entirely to beam smearing. (Top right) From the
simulations of thick disks with no vertical rotation velocity gradient (i.e. V,o(2) =
Vo), there is no trend between AV and the scale height. There is only a trend for
the most highly inclined galaxies (and the errors are large). So a thick disk without
a vertical rotation velocity gradient cannot explain the AV measured in all systems.
Again, the constant offset away from AV = 0 is due entirely to beam smearing.
The black point in the upper left corner shows the error on the scale height from
the scaling between units in the simulation to kpc. Points are color-coded based
on their inclination. (Bottom left) For a thick disk with a linear vertical rotation
velocity gradient, there is a strong trend between the magnitude of the gradient
(parameterized by 7, see Equation 2.7) and AV, producing AV values comparable
to those observed for n < 0.3. Points are color-coded based on the scale height.
(Bottom right) Using the more realistic model with V.. (7, 2) given by Equation
2.12 and pepia(2) given by Equation 2.13, we find that there is a strong trend
between the eDIG scale height (hepig) and AV. It is possible to produce AV in
the range we observe (5-25kms™!) with hepia < 1.5kpe. There is also a trend with
the scale height of the underlying potential (h,, shown in the color-coding), but this
trend is weaker. The black point in the lower right corner shows the error on the
scale height from the scaling between units in the simulation to kpc.
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2.5.7.3 Thick Disks with Vertical Rotation Velocity Gradients

We also test a thick disk with a vertical gradient in the rotation velocity. As
mentioned in Section 2.5.1, vertical gradients in the rotation velocity have been
observed in the extraplanar HI and eDIG of several galaxies. The physical rationale
behind a vertical gradient in the rotation velocity is related to turbulent pressure
support. Gas with larger velocity dispersions can be in pressure equilibrium at
larger distances from the disk midplane. Material off the plane should have an orbit
inclined with respect to the main disk enclosing the galactic center (like the stars);
however, pressure support forces the gas to orbit parallel to the main disk. The gas
further off the plane rotates more slowly than gas closer to the plane, creating the
vertical gradient in the rotation velocity. First, we impose a linear vertical rotation
velocity gradient parameterized by n where

Viet (2) = Ve (1 . n%) (2.7)

As shown in Figure 2.13 (bottom left), there is a strong trend between 7 and AV
A linear vertical gradient in the rotation velocity can produce the observed values
of AV for n < 0.3, meaning that at z = h, V.= 0.7V;. For a given value of 7,
larger scale heights have less of an effect on AV, as seen from their shallower slope
in Figure 2.13 (bottom left).

Next, we test a more realistic model for V,.(2) than the linear vertical velocity

gradient. The rotation velocity of material above the disk is governed by the poten-
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tial. Here we assume that the rotation velocity in the disk midplane is constant (V)
and, hence, the radial surface density profile, ¥(r), is described by a Mestel disk
(Mestel, 1963; Binney & Tremaine, 2008). We also assume that the vertical density
distribution is exponential. Therefore, the total density distribution of material that
dominates the potential has the form

p(r,z) = V—UQG—IZ\/hp (2.8)
’ 2rGrh, '

where h,, is the vertical scale height of the material that dominates the potential.

The potential of a thin Mestel disk is

6(r) = =Vl (—) (2.9)

Tmax

where 7« i the maximum extent of the disk (Binney & Tremaine, 2008). Therefore,

the total potential is

o(r, z) = / o(r,z — 2")E(2)d
==V ln( . )hi/elz//hpdz’ (2.10)

Tmax D

rmax

where the constant of integration (¢) can be found by demanding that ¢(r,z —

00) — 0. Therefore,

d(r,z) = Vi n <L>6_|Z‘/hf’. (2.11)

rmax
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The rotation velocity from a potential is given by V2, = rf¢(r,z) (Binney &

Tremaine, 2008) so from Equation 2.11

Viot(r, 2) = VoVe /e (2.12)

where the absolute value preserves the symmetry above and below the disk. The
eDIG has its own density distribution and scale height (hepig) which are largely
independent of the potential and determined mostly by the star formation activity.
Although large ratios of hepic/h, are physically unlikely, here we treat these two
scale heights as independent quantities. We can find the eDIG density as a function
of z where the vertical density distribution is described by the hydrostatic Spitzer

solution (Spitzer, 1942; Binney & Tremaine, 2008; Burkert et al., 2010):

z
pepic (T, 2) = posech? <h DIG) (2.13)

where py is the density in the midplane. We repeat the NEMO simulations as before,
but using V. (r, z) given by Equation 2.12 (rather than Equation 2.7) and an eDIG
density distribution give by Equation 2.13 (rather than a Gaussian). The results
of this more realistic model are shown in Figure 2.13 (bottom right). There is a
strong trend between hepic and AV. There is also a secondary trend between h,,
and AV. With this model, it is possible to reproduce the observed range of AV
with hepig < 1.5kpe. Using Equation 2.5 and the median X, of the KSS at the

radius where the measurements are done (& 200 Mg, pc™2), this implies a velocity
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dispersion < 60kms™', which agrees with the range of velocity dispersions inferred

from the ADC and the measurements from H~.

2.5.8 Other Possible Explanations

In the previous subsections, we motivated our hypothesis that the observed
difference between the molecular and ionized gas rotation velocities is due to eDIG in
a thick disk with a vertical gradient in the rotation velocity. That is not, however, the
only explanation. It is possible that we are instead measuring ionized gas velocities
and velocity dispersions in the galactic bulge. To test this, we explore potential
correlations between AV and measured the bulge-to-disk (B/D) luminosity ratios
(Méndez-Abreu et al., 2017). Here, we use only results from the r-band since that
overlaps with Ha. This is shown in the top panel of Figure 2.14 (left). To determine
if there are any underlying correlations, we follow the same methodology as was
done for the velocity dispersions discussed in Section 2.5.5.3. There is one galaxy
with a large B/D ratio which is a clear outlier from the rest; this galaxy is NGC 2347
which has the largest AV in the subsample. It is excluded from the fitting of the
linear regression. The bottom panel of Figure 2.14 (left) shows the distance of each
galaxy from the best-fit line. For r-band, 33% of galaxies are consistent with the
best-fit line within 1-o and 67% are consistent within 3-o. It is possible that the
bulge could be affecting the measured rotation velocities and contributing to the
measured AV. This affect is likely minimized, however, as AV is only measured

at radii larger than Ropeam (12"~4kpc). Méndez-Abreu et al. (2017) also measure
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Figure 2.14: (Left) The trend between the B/D ratio and AV. B/D ratios are
derived from Méndez-Abreu et al. (2017), who do not report errors on those values.
The red line is a linear fit to the data points, excluding NGC 2347 whose B/D ratio
is an outlier compared to the other galaxies used here. The bottom panel shows the
perpendicular distance from the line for each point in units of standard deviations
plotted against AV. The solid and gray dashed lines show 1- and 3-0. For the
r-band, 33% of the galaxies are consistent with the best-fit line within 1-o and 67%
are consistent within 3-0. (Right) We also investigate the relationship between the
effective radius of the bulge (Rpuge) from Méndez-Abreu et al. (2017) and AV. All
bulges (except NGC2347) are much smaller than Ropeam (vertical dashed line), so
contamination from the bulge is likely small in these galaxies.
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the effective bulge radius (Rpuge). We plot Rpyige versus AV in Figure 2.14 (right).
The dashed vertical line marks Ropeam, Which is the smallest radius included when
measuring AV. Bulge contamination is likely for NGC 2347 since Rpyige ~ Robeam:
but the other galaxies in the sample have much smaller bulges so the likelihood of
contamination from the bulge is lessened. The exact contributions of the bulge and
eDIG to AV are difficult to disentangle in detail, however, and it is likely that both

contribute to the measured AV at some level.

2.6 Summary

We present a kinematic analysis of the EDGE-CALIFA survey, combining high
resolution CO maps from EDGE with CALIFA optical IFU data. Together, the CO
and Ha kinematics can be compared in a statistical sample. We summarize our

results as follows, indicating the relevant figures and/or tables:

1. Using a sub-sample of 17 galaxies from the EDGE-CALIFA survey where
precise molecular gas rotation curves could be derived, we fit CO and Ha

rotation curves using the same geometric parameters out to 2 1 R, (Figure

A4).

2. In our sub-sample, we find that most galaxies (~75%) have CO rotation veloc-
ities which are measurably higher than the Ha rotation velocity in the outer
part of the rotation curves. We refer to the median difference between the CO
and Ha rotation velocity as AV. Measurable differences between CO and Ha

rotation velocities range from 5-25kms™!, with a median value of 14kms™!
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(Figure 2.5).

3. The rotation velocity differences between CO and Ha are not driven by incli-

nation effects since we find no significant trend between the inclination and

AV (Figure 2.8).

4. We suggest that these differences are caused by extraplanar diffuse ionized
gas (eDIG) in these galaxies, which may constitute a thick, turbulent disk of
ionized gas. Extraplanar ionized gas would be caused by stellar feedback, so
we expect that galaxies with sufficient SFR per unit area (Xgpr) would have
extended thick ionized gas disks and that galaxies with smaller Xgpg might
have patchy extraplanar ionized gas above HII regions (Rand, 1996; Rossa
& Dettmar, 2003a). Indeed, the majority of the galaxies in the high-quality
rotation curve sub-sample (~95%) have sufficient Ygpg to harbor eDIG (Figure
2.9). Because EDGE galaxies were selected from CALIFA based on their FIR
brightness (Bolatto et al., 2017), it is not surprising that the majority of them

are star-forming disk galaxies with large »gpr.

5. If galaxies frequently feature thick ionized gas disks, the effect described above
would cause a systematic underestimate of galaxy dynamical masses derived
from ionized gas rotation velocity. Because we find that the ionized gas rotates
more slowly than the molecular gas in galaxies with large Yspr, this effect could
be significant in local active star-forming galaxies and even more so at higher

redshifts where star formation rates are much higher on average.

6. We measure ionized gas velocity dispersion using the Hy line (oy,,) as a proxy
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for Ha, and compare them to predictions for the asymmetric drift correc-
tion (ADC), assuming velocity dispersion explains the observed difference in
rotation velocities (Figure 2.10). For the ADC, we infer velocity dispersion
which would support a thick ionized gas disk with scale height ranging from
~0.1-2.0kpc. The velocity dispersion measured from the H~v is comparable
but somewhat smaller than predicted from the ADC (Figure 2.11). The low
spectral resolution of the data makes this measurement very difficult, so these

results are tentative.

. We find that [SII|/Ha and [NII]/Ha, which are tracers of the WIM, are el-
evated in these galaxies compared to typical values in the plane of the MW
([S11]/Ha=0.11, [NII]/Ha~0.25; Madsen, 2004; Madsen et al., 2006), but are
not as large as typically found in the eDIG ([SII]/Ha=0.34, [NII|/Ha=0.5;
Blanc et al., 2009; Madsen, 2004). This is likely because emission from the

midplane and eDIG are mixed together in these measurements (Figure 2.12).

. We investigate the effect of disk geometry by performing a suite of kinematic
simulations with NEMO. We find that neither a thin disk nor a thick disk
without a vertical gradient in the rotation velocity can reproduce the observed
AV (Figures 2.13 top). The observed AV can be reproduced with a vertical
gradient in rotation velocity. For a linear vertical rotation velocity gradient,
our results favor n = 1 — %‘Z:h) < 0.3 (Figure 2.13 bottom left). For a

more realistic vertical rotation velocity gradient, our results can be reproduced

with an eDIG scale height < 1.5kpc corresponding to a velocity dispersion
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< 60kms~! (Figure 2.13 bottom right).

An ideal way to test for eDIG in these galaxies would be to directly measure the
CO and Ha scale heights in a sample of edge-on disks and to correlate the Ha scale
height with AV. Additionally, a systematic decrease in the Ha rotation velocity
with distance from the midplane would be compelling evidence for our proposed
model of a thick disk with a vertical velocity gradient. We carry out this analysis
using the edge-on galaxies in the EDGE-CALIFA survey in the following chapter

(Chapter 3; Levy et al., 2019).
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Chapter 3: Extraplanar Diffuse Ionized Gas in Edge-on Galaxies

3.1 Introduction

The diffuse gas phases of the interstellar medium (ISM) are, by their very na-
ture, harder to study than the denser phases. Nonetheless, they provide important
windows into the evolution of galaxies. The diffuse ionized gas phase (frequently
referred to as Warm Ionized Medium or WIM in the Milky Way and Diffuse lon-
ized Gas or DIG in other galaxies), in particular, has important connections to star
formation activity and accretion history. A large fraction (perhaps the majority) of
ionized gas in galaxies is found in this diffuse phase (e.g. Haffner et al., 2009). The
existence of extraplanar diffuse ionized gas (eDIG) raises further questions about the
formation and ionization of the DIG (e.g. Dettmar, 1990; Rand et al., 1990). The
origin of the eDIG is debated; possible formation and ionization mechanisms include
leaky HII regions (e.g. Haffner et al., 2009; Weber et al., 2019), star formation feed-
back in the form of galactic fountains (e.g. Shapiro & Field, 1976; Bregman, 1980),
post-asymptotic giant branch (AGB) stars in the stellar thick disk (Flores-Fajardo
et al., 2011; Lacerda et al., 2018), outflows (e.g. Lopez-Coba et al., 2019), accretion
from the intergalactic medium (IGM) (e.g. Binney, 2005), or some combination of

these processes. Properties of the eDIG, such as relation to the star formation rate
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(SFR), diagnostic line ratios tracing temperature and density, connections to extra-
planar HI, and kinematics can give insights into the formation and ionization of the
eDIG and to the formation history of the galaxy itself.

Studies of eDIG in other galaxies are usually limited to edge-on systems, where
the eDIG can be photometrically detected and separated from the disk. While
there are large photometric studies of the eDIG (Miller & Veilleux, 2003a; Rossa &
Dettmar, 2003a,b), obtaining high resolution optical spectra of an entire disk has
been observationally expensive. The kinematics of the eDIG, however, have proven
to be very interesting: the rotation velocity decreases with increasing height above
the midplane of the galaxy (e.g. Rand, 2000; Miller & Veilleux, 2003b; Fraternali
et al., 2004; Heald et al., 2006a; Bizyaev et al., 2017). This vertical gradient in the
rotation velocity (referred to as "lag”) is also seen in extraplanar HI (e.g. Swaters
et al., 1997; Fraternali et al., 2002; Zschaechner et al., 2015; Zschaechner & Rand,
2015). The advent of integral field unit (IFU) spectroscopy has revolutionized our
ability to obtain high spatial and spectral resolution spectra of many galaxies. IFU
galaxy surveys — such as CALIFA (Sanchez et al., 2012, 2016a), MaNGA (Bundy
et al., 2015), and SAMI (Croom et al., 2012; Bryant et al., 2015) — enable the study
of the kinematics of the eDIG in much larger samples.

Using intermediate inclination star-forming disk galaxies drawn from the EDGE-
CALIFA survey, Levy et al. (2018) find that the ionized gas (traced by Ha) rotates
slower than the molecular gas for 75% of their subsample. They attribute this differ-
ence in rotation velocity to a significant contribution from eDIG to the Ha emission.

In the midplane, the molecular and ionized gas should have the same rotation ve-
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locity. But if the eDIG rotates more slowly at greater heights above the midplane,
the line-of-sight ionized gas rotation velocity will be consequently lowered. Indirect
support for this hypothesis includes measured star formation rate surface densities
above the empirical threshold for existence of the eDIG (Rossa & Dettmar, 2003a),
[STI]/Har and [NII|/Ha ratios higher than observed in galaxy midplanes (e.g. Haffner
et al., 2009), and inferred ionized gas velocity dispersions large enough to support
a thick ionized gas disk (Burkert et al., 2010). The results of Levy et al. (2018)
reinforce the idea that eDIG is ubiquitous in star-forming galaxies.

With intermediate inclination galaxies, however, eDIG scale heights and the
decrease in rotation velocity as a function of height cannot be directly measured.
We, therefore, extend the work of Levy et al. (2018) using a sample of edge-on
CALIFA galaxies to directly measure these eDIG properties. We show below that the
measured ionized gas scale heights that are consistent with previous measurements.
We find too that the ionized gas rotation velocity decreases with height for ~75%
of the galaxies, and that the magnitude of this decrease (the lag) is also consistent
with previous ionized gas lag measurements. We discuss how our results fit into
the various eDIG formation scenarios. We also verify that the lags are indeed due
to eDIG through analysis of the ionization properties, uniquely possible due to the
large wavelength coverage of the CALIFA IFU survey. It appears that the eDIG is
indeed a prominent component in star-forming galaxies, affecting the morphology
and kinematics of these systems. This also complements studies of eDIG in edge-on
galaxies done with MaNGA (Jones et al., 2017; Bizyaev et al., 2017) and SAMI (Ho
et al., 2016), as well as studies of outflows in CALIFA (Lopez-Coba et al., 2017,
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2019).

We summarize the observations and sample selection in Section 3.2. The
method and results of fitting the ionized gas scale height are reported in Section
3.3. The kinematic analysis and results are presented in Section 3.4. Section 3.5
discusses how the eDIG could be formed and constraints placed on its origin from
this analysis. Constraints on the source of the lagging extraplanar ionized gas are
discussed in the context of the ionization in Section 3.6. The results of this work

are summarized in Section 3.7.

3.2  Observations and Data Reduction

3.2.1 The CALIFA Survey

The CALIFA survey (Sanchez et al., 2012) observed 667 nearby (z = 0.005-
0.03) galaxies as of the third data release (DR3). Full details of the CALIFA ob-
servations are presented in Sanchez et al. (2012), Husemann et al. (2013), Walcher
et al. (2014), Garcia-Benito et al. (2015), and Sanchez et al. (2016a), as well as in
Levy et al. (2018). A brief overview is presented here for context. All CALIFA
galaxies are drawn from the Sloan Digital Sky Survey (SDSS). CALIFA used the
PPAK IFU on the 3.5m Calar Alto observatory with two spectral gratings. The low
resolution grating (V500) used here covered wavelengths from 3745-7500 A with
6.0A (FWHM) spectral resolution, corresponding to a FWHM velocity resolution
of 275kms~! at Ha. The typical spatial resolution of the CALIFA PSF is 2.5",

corresponding to ~0.8kpc at the mean distance of the galaxies. We note that the
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CALIFA PSF is a Moffat profile, not a Gaussian. The data used for this study
come from the DR3 main sample as well as an additional 147 galaxies from the
extension sample (Sanchez et al., 2016a)*. These data are gridded with 1" pixels.
As in Levy et al. (2018), the "flux_elines" data products are used (Sanchez et al.,
2016¢,b). Additional masking was also applied to the CALIFA velocity fields using
a SNR cut based on the integrated flux and error maps. Pixels with Ha SNR <
3.5 were blanked. Data products, such as line intensity and velocity maps, come
from Pipe3D version 2.2 (Sanchez et al., 2016¢,b) provided in the final form by the
CALIFA Collaboration.

The Ha fluxes were corrected for extinction by applying the Calzetti et al.
(2000) extinction correction using the provided dust attenuation maps (Ay) from
CALIFA. However, because the galaxies used here are edge-on, this correction is
insufficient in the midplane where the extinction is much higher. We discuss the

impact of extinction on our results in Appendix B.1.

3.2.2 The EDGE-CALIFA Survey

The EDGE-CALIFA survey (Bolatto et al., 2017) measured CO in 126 nearby
galaxies with CARMA in the D and E configurations. Full details of the survey, data
reduction, and masking techniques are discussed in Bolatto et al. (2017), and we
present a brief overview here. The EDGE galaxies were selected from the CALIFA
sample based on their infrared (IR) brightness and are biased toward higher star

formation rates (SFRs) (see Figure 6 of Bolatto et al., 2017). The EDGE sample

*The CALIFA data cubes are publicly available at http://califa.caha.es.
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is the largest sample of galaxies with spatially resolved CO, with typical angular
resolution of 4.5” (corresponding to ~1.5kpc at the mean distance of the sample).

! velocity channels. Data products used in

Data cubes were produced with 20 kms™
this analysis are as described in Bolatto et al. (2017)7, except for the velocity maps.
At high inclinations, the lines can become skewed so that a first moment or Gaussian
fit to determine the velocity centroid will underestimate the velocity in general.
The CO velocity maps used here are the velocity of the line peak (moment—=-3 in
Miriad)*.

When comparing the velocity fields from the EDGE and CALIFA surveys, it is
important to note that the velocities are derived using different velocity conventions:
EDGE follows the radio convention, and CALIFA follows the optical convention.
Because velocities in both surveys are referenced to zero, all velocities are converted
to the relativistic velocity convention. In both the optical and radio conventions,
the velocity scale is increasingly compressed at higher redshifts. Typical systemic
velocities in the EDGE-CALIFA sample are ~4500 kms™!, so this compression is
non-negligible. The relativistic convention does not suffer from this compression
effect. Differences between these velocity conventions and conversions among them

can be found in Section A.1. All velocities presented here are in the relativistic

convention, unless otherwise noted.

tThe EDGE CO data cubes and moment maps for the main sample are publicly available and
can be downloaded from www.astro.umd.edu/EDGE.

fWe note that this does not affect the CALIFA velocity maps because of the large instrumental
line width; the lines remain Gaussian for very highly inclined systems.
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3.2.3  Selecting Edge-on Galaxies

For this study, it is important to select the most edge-on systems for analysis
to avoid interpreting a deviation in inclination away from edge-on as a detection
of eDIG from either the photometry or kinematics (see Appendix B.2 for a more
detailed discussion of this effect). Starting with 814 galaxies from CALIFA DR3 and
the extended sample (Sanchez et al., 2016a), we first find those with inclinations of
90° in HyperLEDA (Makarov et al., 2014). Inclinations in HyperLEDA are defined
as
, 1 _ 10-2ler2s

= (3.1)

sin
1 — 10—2 logro

where i is the inclination, 7,5 is the axis ratio of the B-band 25th magarcsec™2

isophote, and

0.43 +0.0053t, for —5<t<7
logr, = (3.2)

0.38, fort > 7

which accounts for intrinsic disk thickness based on the morphological type ().
This results in 156 galaxies with ¢« = 90°. Because morphological types are highly
uncertain in edge-on systems, we follow this step with a visual inspection of the
SDSS images, confirming the edge-on nature of each galaxy (Gunn et al., 1998,
2006; Doi et al., 2010; Eisenstein et al., 2011; Alam et al., 2015). Dust lanes were
used (if present) to visually confirm the edge-on nature of the galaxies; galaxies with
dust lanes that were not centered in the midplane were excluded. If no dust lane was

present, very thin systems were selected. Galaxies with visible spiral arms, bars, or
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other features that hinted at them not being perfectly edge-on were discarded. The
inclination classifications from the Morphological Galaxy Catalog (MGC; Vorontsov-
Vel’Yaminov & Arkhipova, 1962) were also used to confirm the edge-on nature of
the galaxies; all galaxies are classified as edge-on in the MGC. This restricted the
sample to H4 galaxies. From there, galaxies with robust Ha maps and clear rotation
were selected. From these criteria, we construct a sample of 25 high-fidelity edge-on
CALIFA galaxies. Composite SDSS and CALIFA images are shown in Figure 3.1;
the Ha flux maps shown in this image are not masked based on the Hao SNR. The
subsample of galaxies used here and relevant physical parameters are listed in Table
3.1. Throughout, IC 480 will be used as an example.

Four of these galaxies have known ionized gas outflows (Notes O in Table 3.1;
Lopez-Cobé et al., 2017, 2019). We do not exclude these galaxies from further analy-
sis and will discuss the impacts of outflows in Section 3.6.3. Five of the galaxies have
extraplanar ionized gas but do not meet the criteria to have an outflow according
to Lopez-Coba et al. (2019) (Notes E in Table 3.1). The selection criteria used here
and by Lopez-Cobéa et al. (2019) differ due to the goals of each study, so that our
samples of galaxies with eDIG are not identical. We use a more stringent inclina-
tion cut than Lopez-Coba et al. (2019), who select galaxies with ¢ > 70°. Whereas
our primary selection criteria are edge-on systems with robust, clearly rotating Ho,
Lopez-Cobé et al. (2019) further select only galaxies whose ionized gas line ratios in-
crease with height off the midplane. To be selected as an outflow candidate (labeled
O in Table 3.1), the Ha equivalent width must be greater than 3 A and there must

be some biconical morphology (Lopez-Coba et al., 2019). Galaxies that do not meet
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Figure 3.1: Composite images for the 25 edge-on CALIFA galaxies showing the
SDSS r- and g-bands (red, green) and (non-masked) Ha flux from CALIFA (blue).
The horizontal axes show J2000 right ascension and the vertical axes show J2000

declination. Images are cropped to the CALIFA field-of-view (74"x64"; Sanchez
et al., 2012).
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the additional outflow requirements are labeled as having eDIG, but not an outflow
(labeled E in Table 3.1; Lopez-Coba et al., 2019). Three of the edge-on galaxies
have robust CO measurements (IC 480, UGC 3539, and UGC 10043), and compar-
isons between the molecular and ionized gas for these galaxies will be discussed in

Section 3.4.2.1.

3.3 Ionized Gas Scale Height Measurements

We determine the ionized gas scale height by fitting an exponential function
to the Ha intensity maps. The fitting of the Ha intensity as a function of distance
from the midplane is performed in single pixel (1") increments along the major axis;
we refer to these increments (which are parallel to the rotation axis of the galaxy)
as "radial bins”. Independent scale heights are fit to the emission above and below
the midplane. Before finding the scale height, the location of the midplane at each
pixel along the major axis is determined by fitting a Gaussian to the Ha intensity
along the minor axis (above and below the midplane); the centroid pixel is taken to
be the location of the midplane and is used to divide emission above and below the
midplane. To avoid being biased by the (much brighter) emission from HII regions in
the midplane, we exclude the middle five pixels (the midplane and roughly one PSF
FWHM above and below) from the fit. Fits for two radial bins in IC 480 are shown
in Figure 3.2 (top). The reported Ha scale height is the exponential scale length.
The PSF size is subtracted in quadrature from each fit to give an estimate of the scale

height as a function of radius. We then interpolate the radial bins so that the spacing
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along the major axis is the PSF FWHM. The Ha scale height measurement at small
galactocentric radii may be affected or dominated by a bulge or outflow as opposed
to an eDIG disk. Méndez-Abreu et al. (2017) measure r-band bulge effective radii
(Repulge) for a subset of the CALIFA galaxies. Their photometric analysis excludes
all highly inclined systems. Their sample of 404 galaxies is representative of the
CALIFA sample as a whole, and we will assume their median Re puige is representative
of our sample as well. Using the redshift of each galaxy and Hy = 70kms~! Mpc™!
(Méndez-Abreu et al., 2017), the median Re puge = 1.05 kpe. We exclude radial bins
with 7 < 2 Re puige = 2.1 kpc (gray regions in Figure 3.2 middle, bottom). We discuss
the impact of bulge and outflow contamination on our results in Sections 3.6.2 and
3.6.3. The average scale height (h(Ha)) was found for each galaxy by averaging
all radial bins above and below the midplane weighted inversely by the variance of
each bin. The uncertainty (oma)) is the weighted standard deviation. These values
are in Table 3.1. The Ha scale height as a function of radius is shown for IC 480
in Figure 3.2 (middle, bottom). We find that >88% of the subsample galaxies
have a measurable eDIG scale height, where a measurable eDIG scale height has
h(Ha)> o (114)-

We investigate the distribution of Ha scale heights in this sample using a
kernel density estimator (KDE). A KDE can be thought of as a histogram where
the "bin width” is set by the uncertainty. Each h(Ha) measurement is represented
as a Gaussian, where the centroid is h(Ha)) and the width is set by the measurement
uncertainty (opmq)). The individual Gaussians are summed and normalized to unit

area to produce the distribution of h(Ha) as shown in Figure 3.3. Since the KDE
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Figure 3.2: (Top left) The exponential fit to the Ha flux in IC 480 as a function of
distance from the midplane (z) in one radial bin (r = —17” = —5.49kpc). The open
symbols show the flux measurements at each pixel above (blue diamonds) or below
(red squares) the midplane. The solid lines show the exponential fits. The black
error bars in the upper left corner show the typical uncertainty on the Ha flux mea-
surements. Top right panels is the same as the top left but for » = 15” = 4.76 kpc.
The two lower panels show the fitted exponential scale height of the Ha disk above
(top; blue diamonds) and below (bottom; red squares) the midplane as a function of
radius (r) for IC480. The PSF FWHM has been removed in quadrature. The aver-
age scale height weighted by the uncertainties and corresponding weighted standard
deviation are shown in the black dashed and dot-dashed lines. The gray shaded
region shows the central radii excluded from the median (where r < 2 Re puige). The
solid black line in the upper left corner shows the FWHM of the PSF.
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Figure 3.3: The distribution of h(Ha) all 25 galaxies. Individual galaxies are shown
as the black points. Those galaxies with known ionized gas outflows are outlined
with magenta squares (Lopez-Coba et al., 2017, 2019). The median h(Ha) for this
sample of edge-on galaxies is O.ngjz kpc, with values ranging from 0.3-2.9 kpc.

is a probability distribution, the median of the distribution is where the cumulative
distribution function is 0.5. We report this value as the median h(Ha) for the
sample and find the inner 68% of the distribution in the same way. The median
scale height of this sample is 0.8707 kpc. Values range from 0.3-2.9kpc, and the
distribution is peaked around 0.5 kpc. Galaxies with ionized gas outflows (Lopez-
Coba et al., 2017, 2019) are shown in magenta in Figure 3.3; those galaxies reside
around the median scale height rather than populating the high h(Ha) tail of the
distribution. We investigate whether there are correlations between h(Ha) and any
global galaxy property (such as stellar mass, star formation rate, star formation rate

surface density, etc.; see Section 3.5.2) and find no trends with any parameter.

96



3.3.1 Previous eDIG Scale Height Measurements

We compare our eDIG scale heights to those previously measured in the liter-
ature. The most extensive sample of eDIG scale height measurements is from the
MaNGA sample investigated by Bizyaev et al. (2017) who find a median Ha scale
height of 1.2 4+ 0.5 kpc over their sample of galaxies with detected eDIG. Miller &
Veilleux (2003a) also measured eDIG scale heights in a large sample of galaxies.
The used both one- and two-component exponential fits, where the latter represents
a brighter quiescent eDIG phase as well as a fainter disturbed phase. The median
scale height for the more extended (disturbed) eDIG phase over their sample of 16
galaxies is 2.3+4.3 kpcS. If only a one-component exponential fit is used, the median
scale height is 0.5 £ 0.9 kpc over the sample. We attempted to fit a two-component
exponential model to our data, but the fits were poorly constrained because our
data are not sensitive enough at large distances from the midplane. Levy et al.
(2018) estimated the Ha scale height in their sample of intermediate-inclination
EDGE-CALIFA galaxies using three methods: (1) from the Hy velocity dispersion;
(2) using an asymmetric drift correction to estimate for the Ha velocity dispersion
and the implied scale height; (3) using a suite of kinematic simulations. We refer
the reader to Sections 5.5 and 5.7 of Levy et al. (2018) for the specifics of each
method. For all three methods, possible Ha scale heights were limited to < 1.5 kpe.

Our observations of the edge-on galaxies in this subsample are well matched to this

SMiller & Veilleux (2003a) report the average scale height of their sample (4.3 kpc). An
unweighted mean is easily biased by a few galaxies with large scale heights. We consider the
median or weighted mean to be more representative of the sample as a whole.
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limit in general. We compiled an extensive list of eDIG scale heights from a variety
of sources, observations, and fitting techniques (Veilleux et al., 1995; Rand, 1997;
Wang et al., 1997; Hoopes et al., 1999; Collins et al., 2000; Collins & Rand, 2001;
Miller & Veilleux, 2003a; Rosado et al., 2013; Bizyaev et al., 2017). The median
eDIG scale height from these various techniques is 1.0 4= 2.2 kpc. We conclude that
our h(Ha) measurements are in good agreement with previous measurements of
eDIG in nearby galaxies, although there is substantial scatter from galaxy to galaxy

across all samples.

3.4 Ionized Gas Kinematics

3.4.1 Position-Velocity Diagrams

In order to compare the kinematics as a function of distance from the mid-
plane, we construct position-velocity (PV) diagrams by taking cuts parallel to the
major axis in single-pixel increments along the minor axis. The systemic velocity
is subtracted (listed in Table 3.1). Pixels with SNR < 5 in either the Ha intensity
or velocity maps are masked out. Although we refer to this quantity as Vi, it is
likely that it includes contributions from non-rotational motions as well. None of
the velocities have been corrected for inclination since we assume that all galaxies
are perfectly edge on; we investigate the effects of extinction and inclination on our
results in Appendices B.1 and B.2 respectively. Figure 3.4 shows the PV diagram
for 1C 480 color-coded by distance from the midplane. Distances are converted from

angular to physical units using the distance to each galaxy listed in Table 3.1.
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Figure 3.4: PV diagram for IC480. The colored dots show the Ha emission
color-coded by distance from the midplane. The gray shaded region shows radii
< 2Repuige- The Ha rotation velocity decreases with distance from the midplane.
The black dots show the CO PV diagram (see Section 3.4.2.1). The solid black line
in the upper left corner shows the FWHM of the PSF.

3.4.2 Vertical Gradients in Ionized Gas Rotation Velocity

Both the Ha velocity fields and PV diagrams show evidence for a decrease in
Vot with distance from the midplane (Figure 3.4). We can further quantify this
decrease in terms of the vertical gradient in the rotation velocity (AV/Az) with
units of kms~!kpc™'. The magnitude of AV/Az is often referred to as the "lag”
in the literature. From the PV diagrams, the rotation velocity at each height is
averaged, excluding radii less than 2 Re pyjge. This is shown in Figure 3.5. We fit a
line using a Bayesian method, where the slope is AV/Az. We marginalize over the
intercept of the line and calculate the 68% confidence interval from the posterior

distribution of the slopes. The best fit line and confidence interval are also shown
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Figure 3.5: The Ha rotation velocity as a function of height for 1C 480, calculated
from the median of the position-velocity diagram (e.g., Figure 3.4) over all radii
> 2Repuge at each height. There is a clear, nearly linear decrease in V,, with
increasing distance from the midplane. The green line is the best fit. The green
shaded region shows the 68% confidence interval.

in Figure 3.5. We argue that extinction does not significantly bias the observed
AV /Az in Appendix B.1.

We investigate the distribution of AV/Az over the sample. We find that 60%
have measurable negative vertical gradients in the rotation velocity, where a mea-
surable negative vertical gradient has AV/Az4+0av/a,+ < 0. The other 40% are
consistent with no gradient. There are no galaxies for which the Ha rotation velocity
increases with height within the uncertainties (i.e. where AV/Az —oay/a,— > 0).
We can further investigate the distribution of AV /Az using a KDE (Figure 3.6 top).
The distribution of AV /Az is strongly peaked around —20 km s~ kpc™! with values
ranging from [—70, 10] kms™'kpc~! and a median of —19737 km s~ kpc~?.

Extraplanar ionized gas which "lags” (i.e. rotates more slowly than) gas in
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Figure 3.6: (Top) The KDE of AV/Az for the 25 edge-on CALIFA galaxies. The
median AV/Az and inner 68% of the distribution are marked by the solid and
dashed gray lines. Galaxies with ionized gas outflows are marked with a magenta
square (Lopez-Coba et al., 2017, 2019). (Bottom) The KDE for the 17 CALIFA
galaxies with significant lags (with respect to the measurement uncertainty, black)
compared to the KDE of the literature values (gray) measured from Miller & Veilleux
(2003b), Heald et al. (2006a,b, 2007), and Bizyaev et al. (2017). The median AV /Az
for the values pulled from the literature is —2575% kms~! kpc™! whereas the median
for the CALIFA galaxies with lags is —217)2 kms™!kpc™,
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the midplane has been observed in many systems, such as NGC891 (Heald et al.,
2006b), NGC5775 (Heald et al., 2006a), NGC4302 (Heald et al., 2007), NGC 2820
(Miller & Veilleux, 2003b), NGC4013 (Miller & Veilleux, 2003b), and 25 galaxies
from the MaNGA survey (Bizyaev et al., 2017)1. We compare the distribution and
magnitudes of lags from this sample to those compiled from the literature listed
above. Figure 3.6 (top) shows the distribution for this sample of edge-on CALIFA
galaxies. Because of our strict selection criteria (see Section 3.2.3), we have sufficient
detections along the minor axis to measure lags in all galaxies, and can measure lags
which are consistent with zero within the uncertainties. To better compare with the
literature values — which only report lags where they are nonzero — we select the
17 galaxies in our subsample with significant nonzero lags given their uncertainties.
Figure 3.6 (bottom) shows the distribution of AV /Az for these galaxies with nonzero
lags compared to the distribution of values from the literature listed above. Although
our distribution is more peaked, the values from the literature also cluster between
~ —40 — 0 kms~'kpc™'. The median AV/Az from the literature values is —25739

! where the uncertainty is the inner 68% of the distribution. The median

kms~!kpce™
AV /Az of the CALIFA galaxies with measurable lags is —21732 kms~'kpc™!. The
full sample of 25 galaxies is used for the remainder of the analysis.

In particular, we highlight the results of a systematic study of lagging eDIG

using observations from the MaNGA survey (Bundy et al., 2015). Bizyaev et al.

(2017) find lagging extraplanar ionized gas in at least 37% of their sample of 67 edge-

ILagging extraplanar HI has also been observed in several systems, but we limit the discussion
here to the ionized gas properties.
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on galaxies (purple points in Figure 3.6 bottom) compared to the 60% of galaxies
we find with lagging Ha in this study. The fraction of lagging eDIG they find
is likely lower than in this study due to their selection criteria and their slightly
coarser spatial resolution. In their sample, edge-on galaxies have no evidence of
spiral arms in the SDSS images, a dust lane projected near the galaxy midplane
in the SDSS images (if present), and no sign of interaction (Bizyaev et al., 2017).
They make no selection based on the SNR of the Ha velocity fields for their sample
of 67 edge-on galaxies. As a consequence—as Bizyaev et al. (2017) point out—they
cannot determine whether the other 63% of the edge-on galaxies in their sample
have lags or not. Because of our selection criteria (Section 3.2.3), however, we can
distinguish between galaxies with and without lags for our entire sample. In other
words, the subsample of 67 galaxies used by Bizyaev et al. (2017) includes all edge-
on, non-interacting MaNGA galaxies. Our subsample of 25 galaxies includes all
edge-on, non-interacting CALIFA galaxies with Ha measurements which are robust
enough to allow for a lag measurement to be made. The lower spatial resolution of
the MaNGA local sample (~1.5kpc) compared to CALIFA (~ 0.8kpc) also makes
distinguishing extraplanar gas more difficult in the former. Therefore, the 37% of
galaxies with lags that Bizyaev et al. (2017) do find is a lower limit.

We connect this result and those of Levy et al. (2018) and Davis et al. (2013)
as being part of the same phenomenon. Levy et al. (2018) and Davis et al. (2013)
found that the rotation velocity of the ionized gas is systematically lower than that
of the molecular gas in intermediate inclination galaxies. Levy et al. (2018) argued

that this was indeed due to eDIG with a vertical gradient in the rotation velocity.
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Viewed at an intermediate inclination, velocities from eDIG at different heights
average along the line of sight, producing a smaller net ionized gas rotation velocity.
A similar averaging is likely occurring in the early-type galaxies studied by Davis
et al. (2013), although the source of this more slowly-rotating ionized gas is likely
due to the bulge rather than a layer of extraplanar gas. Neither Davis et al. (2013)
nor Levy et al. (2018) find galaxies in which the ionized gas rotates faster than
the molecular gas. Similarly, we find no galaxies in which the ionized gas rotation
velocity increases with height above the midplane (given the uncertainties). We note
that the fractions of galaxies found to have some form of more slowly-rotating ionized
gas not associated with the thin gas disk are similar among these three studies: 77%
of intermediate-inclination disk galaxies (Levy et al., 2018), 80% of gas-rich early-
type galaxies, and 60% of edge-on disk galaxies show evidence of extraplanar ionized
gas that rotates more slowly than the midplane. As there is evidence for lagging,
extraplanar diffuse gas in a large fraction of galaxies in surveys of the local universe,
understanding the origin and properties of this diffuse ionized gas is important.
Moreover, investigating galaxies without lagging eDIG or those with negative lags
(e.g. Péroux et al., 2019) may give insights into the unique evolutionary and star

formation histories of these systems.

3.4.2.1 Comparisons with the Molecular Gas

There are three galaxies in this subsample that have robust CO detections

from the EDGE-CALIFA survey (Bolatto et al., 2017): IC480, UGC 3539, and
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Galaxy CO AV/Az CO V(z=0) Max. Height®

(kms~'kpc™!)  (kms™!) (kpc)

1C 480 157588 136.37159 0.32
UGC 3539 1.4%312 134.375% 0.23
UGC10043  -24.3792 142.3789, 0.30

# The is the maximum vertical extent probed by the CO data.
Table 3.2: CO Lags

UGC10043. For their galaxy and kinematic parameters, we refer the reader to the
tables in Bolatto et al. (2017) and Levy et al. (2018). All of these galaxies are
candidates to host ionized gas outflows (Lopez-Cobéa et al., 2017, 2019). We repeat
the analysis described in Sections 3.4.1 and 3.4.2 to derive PV diagrams and measure
any lag in the CO velocity as a function of height. As shown in Table 3.2, the CO
scale height can be measured only out to ~0.3 kpc from the midplane (which is
substantially smaller than the CO PSF) and the uncertainties on each point and
the gradient are large. The maximum heights probed by the CO are much smaller
than the Ha scale heights listed in Table 3.1. All three galaxies have CO lags
consistent with zero, although this is limited by the small range of heights probed.
Higher sensitivity and resolution data are needed for robust CO lag and scale height

measurements.

3.4.2.2 Implications for Galaxy Dynamical Mass Measurements

Reiterating from Levy et al. (2018), the dynamical mass inferred from the ion-
ized gas rotation velocity of a galaxy with lagging ionized gas will be systematically
underestimated if left uncorrected. Although the midplane HII regions constitute

the bulk of the ionized gas mass in a galaxy, more than half of the Ha luminosity
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comes from the (e)DIG (e.g. Reynolds, 1993; Veilleux et al., 1995; Zurita et al.,
2000; Poetrodjojo et al., 2019). This systematic underestimate of the dynamical
mass will be worse in systems with smaller circular velocities and/or larger lags.
For a galaxy with an eDIG scale height of 0.8kpc (the median for this sample),
a circular velocity of 200kms™!, and a lag of 21 kms™' kpc™! (the median for this
sample), the dynamical mass will be underestimated by ~13%. This effect scales
proportionally with the lag and eDIG scale height and inversely with the maximum
rotation velocity.

A measurement of the ionized gas velocity dispersion is needed to correctly
determine the circular velocity and dynamical mass (e.g. Torio et al., 2017; Aquino-
Ortiz et al., 2018; Leung et al., 2018). The low spectral resolution of CALIFA
(275 kms™' FWHM at A\g,) makes determining the ionized gas velocity dispersion
difficult, if not impossible, for this sample (see Levy et al., 2018). Since the presence
of eDIG is presumably related to the star formation rate surface density (Rand, 1996;
Rossa & Dettmar, 2003a), we would expect more eDIG in higher-redshift systems
where SFRs are higher and galaxies are more compact on average. Moreover, since
spatially-resolved galaxy studies at high redshift are difficult, inferring the presence
of this lagging eDIG photometrically or kinematically will be difficult. Therefore, the
potential to underestimate the dynamical masses of these high redshift systems using
ionized gas rotation velocities is increased due to astrophysical and instrumental

effects.
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3.5 The Origin of Extraplanar Gas

Both internal and external origins of lagging extraplanar gas have been sug-
gested and substantiated. For internal origins, stellar feedback from overpressured
superbubbles driven by star formation activity can eject material through galactic
fountains. The material does not have enough momentum to escape the galaxy,
but settles into a thick ionized disk (e.g. Shapiro & Field, 1976; Bregman, 1980).
Models of galactic fountain-produced extraplanar gas can reproduce the observed
vertical gradients in the rotation velocity of extraplanar HI and Ha (Barnabé et al.,
2006; Marinacci et al., 2010, 2011). For external origins, material is accreted from
the IGM or corona, (e.g. Oort, 1970; Binney, 2005; Fraternali et al., 2005; Kauf-
mann et al., 2006). In simulations of accretion from the hot corona, gas is accreted
cylindrically along the angular momentum axis, and vertical gradients in the rota-
tion velocity agree with observed values (Kaufmann et al., 2006). In reality it is
likely that both internal and external processes contribute (e.g. Kaufmann et al.,
2006; Haffner et al., 2009; Combes, 2014). These various formation scenarios are

summarized schematically in Figure 3.7.

3.5.1 Radial Variations in the Lag

Inferring the origin of the extraplanar gas directly from the data is difficult.
The formation scenarios make different predictions for radial variations in the lag
which can possibly be used to differentiate among them. If the extraplanar gas

origin is internal to the galaxy, caused for example by galactic fountains, a decrease
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Galactic fountains: dLag/dr < 0
‘\b (e.g. Shapiro & Field 1976; Bregman 1980; Barnabe et al. 2006; Marinacci et al. 2010, 2011)

Cylindrical accretion: dLag/dr = 0
l (e.g. Kaufmann et al. 2006)

Inclined accretion: dLag/dr = 0
(e.g. Binney 2005)
L Accretion and inflow: dLag/dr > 0
.

(e.g. Combes 2014)

=
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Figure 3.7: A cartoon diagram of the various formation mechanisms for extraplanar
gas discussed in Section 3.5. A schematic edge-on disk galaxy is shown, where the
midplane is solid red, the bulge is the gray circle, and the lagging extraplanar gas
is shown as the red-to-white gradient. Galactic fountains are shown in the blue
curved arrow clusters, where the size of the symbol is related to the magnitude
of the lag produced (Shapiro & Field, 1976; Bregman, 1980; Barnabé¢ et al., 2006;
Marinacci et al., 2010, 2011). The green vertical arrows show cylindrical accretion
from the corona (Kaufmann et al., 2006). Accretion which is inclined with respect to
the angular momentum axis (vector labeled E) is shown in the gold slanted arrows
(Binney, 2005). Accretion at the outskirts and the resulting inflow are shown in
the purple arrows, where the purple-to-white gradient shows the decreasing inflow
velocity from the outskirts to center (Combes, 2014). The legend gives the expected
behavior of the radial variation of the lag (OLag/0r) for each process (see Section
3.5.1 for details). As we discuss in Section 3.5.1, it is not as straightforward to infer
the origin of the eDIG from the data using the sign of the radial gradient in the lag
as implied in this figure.
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(shallowing) of the lag with radius might be expected. Physically, for a centrally
concentrated potential, gas at smaller radii will overcome a larger change in the
potential to be ejected to the same height as gas at larger radii. As a result, gas
at smaller radii will have a larger lag than gas at larger radii (for gas ejected to
the same height at all radii; see Zschaechner et al., 2015). If the extraplanar gas
is due to accretion instead of galactic fountains, simulations of cylindrical accretion
parallel to the angular momentum axis do not show evidence for radial variations in
the lag (see Figure 4 of Kaufmann et al., 2006). Even if gas is accreted with some
inclination with respect to the angular momentum axis (Binney, 2005), no radial
variation in the lag is expected. If, instead, cold material is accreted from streams
in the outskirts of the galaxy (e.g. Combes, 2014), radial inflows are expected. If
the radial inflow velocity increases with radius (i.e. is largest at the outskirts of the
galaxy where the gas is being accreted), then larger lags at larger radii might be
expected (i.e. a steepening of the lag with radius). These scenarios for the origin of
the eDIG gas are shown schematically in Figure 3.7. As we will show in this section,
however, determining the origin of the extraplanar gas from measurements of the

radial lag gradient is not as straightforward as laid out here.

3.5.1.1 Radial Lag Gradients in the Edge-On CALIFA Galaxies

With the edge-on CALIFA sample, we can investigate radial trends in the
measured eDIG lags. Following Section 3.4.2, we fit for the lag at each radial bin

independently above and below the midplane. We find the median lag measurement

109



for each radius and fit a line where the slope is the radial variation in the lag
(ALag/Ar). The distribution of ALag/Ar over the sample is shown in Figure 3.8
and values for individual galaxies are listed in Table 3.1. In our dataset, 36% of the
galaxies are consistent with no radial variation in the lag within the uncertainties.
There are six galaxies (24%) with lags that shallow with radius (significantly within
the uncertainties) with a median ALag/Ar= —3.24+4.2kms ! kpc™2. As shown in
Figure 3.8, the shallowing lags we find for the eDIG are comparable to shallowing
HI lags (discussed in Section 3.5.1.3). There are ten galaxies (40%) with lags that
steepen with radius (significantly given the uncertainties) with a median ALag/Ar =
6.6 &= 5.3kms ' kpc2. Unlike the systematically shallowing HI lags, the Ha lags
shallow, steepening, and remain constant with radius. If the sign of the radial
variation in the lag reflects the origin of the extraplanar gas, these results suggest a

mix of internal and external origins for the eDIG.

3.5.1.2 Lags and Radial Lag Gradients Induced by a Thick-Disk Po-

tential

The kinematics of the eDIG will be shaped by the potential, regardless of
whether the extraplanar gas originated internally or externally to the system. We
analytically investigate the anticipated lag and radial variation in the lag from a
Miyamoto-Nagai potential which describes a three-dimensional axisymmetric po-
tential of a disk galaxy with total mass M, radial disk scale length r(, and vertical

disk scale length zy (Miyamoto & Nagai, 1975). From this potential, we derive
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Figure 3.8: The distribution of radial variations in the lag (ALag/Ar) for the sample.
We find no systematic shallowing (or steepening) of the lag with radius. The green
line segments show radial lag variations from previous HI studies (see values and
references in Table 3.3). The red line and shaded region show the Ha radial lag
variation and uncertainty in NGC4302 (Heald et al., 2007).

Viot (1, 2), the lag (—0Vyot(r, 2)/0z), and the radial variation in the lag (0Lag/0r =
—0[0V,ot(r, 2)/0z]/0r). The full derivation and corresponding equations can be
found in Appendix B.4. The analytic potential and resulting equations for the kine-
matics are agnostic to the origin of the extraplanar gas: the equations describe a
disk with vertical scale height z, regardless of how the gas became extraplanar.
Figure 3.9 (top) shows the lag at z = 2y as a function of r/ry (from Equation
B.5) assuming M = 10" Mg, 2o = 0.8 kpc (the median h(Ha) for this sample), and
ro = 3.3kpc (the median stellar scale length for the EDGE-CALIFA sample; Bolatto
et al., 2017). The lag increases sharply for » < 1 7y, then decreases smoothly for
r 2 1 7. Figure 3.9 (bottom) shows dLag/0r as a function of r/ry (from Equation

B.6). As in Figure 3.9 (top), the radial lag gradient steepens for r < 1 7y and
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shallows for r 2 1 rg. Therefore, the sign of the radial lag gradient (i.e. whether the
lag shallows or steepens with radius) induced by the potential depends on the radius
at which the measurement is made within the galaxy. This kinematic signature will
be imprinted on top of any kinematic imprint relating to the origin of the extraplanar
gas.

We can compare the analytic predictions from Equations B.5 and B.6 to the
measured lag and ALag/Ar values. To find an average r/ry for each galaxy, we
average the minimum and maximum radii used. The minimum radius is 2 Re puige;
the maximum radius is assumed to be 30". Angular distances are converted to
kpc using the distance to each galaxy listed in Table 3.1. We assume ry = 3.3 kpc
as before, which is the median stellar scale length of the EDGE-CALIFA sample
(Bolatto et al., 2017). The measured lag and ALag/Ar values for each galaxy are
shown as the blue dots in Figure 3.9. Given the assumptions, the ionized gas lags
and ALag/Ar we measure for this sample (Table 3.1) are broadly consistent with
our analytic expectation, although there is significant scatter. As shown in Figure
3.9, this may be due to the radial regime probed by the Ha data. Radial lag gradi-
ents with magnitudes comparable to those we measure are induced by the potential
(Figure 3.9 bottom) regardless of the origin of the extraplanar gas. While large
deviations from the analytic curve may reflect the origin of the extraplanar gas, the
kinematic signature imprinted by the origin of the extraplanar gas is largely over-
whelmed by the kinematics induced by the potential itself. Given the assumptions,
we conclude that the majority of the radial lag gradient we measure is likely due to

the potential and does not give much information about the origin of the eDIG.
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Figure 3.9: The analytic (top) lag (Equation B.5) and (bottom) dLag/0r (Equation
B.6) as a function of r/ry at z = 2o for a Miyamoto-Nagai potential. The lag
shallows with radius for » 2 9. In both panels, the black curve shows the analytic
prediction for zy = 0.8kpc (the median h(Ha) for this sample). The gray shaded
region shows zg ranging from 0.3 — 1.5 kpc, corresponding to the inner 68% around
the median hA(Ha) (Figure 3.3). The blue dots show the measurements of the (top)
lag and (bottom) ALag/Ar for each galaxy studied here. The red diamond shows
the (top) lag (30 £ 10km s~ kpc™!) and (bottom) ALag/Ar (~ 9+ 4kms~ ! kpc—?)
for the ionized gas in NGC 4302 (Heald et al., 2007). The green square shows the
(top) lag (27752 kms ' kpc™!) and (bottom) ALag/Ar (=373 kms~! kpc=2) for HI
in NGC4302 (Zschaechner et al., 2015). See Section 3.5.1 for details.
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Galaxy ALag/Ar Ref
(kms~! kpc?)

NGC 891 2.5 (1)

MW -6.7 (2)
NGC 4244 -2.25 (3)
NGC 4665 -5.6 (4)
NGC 5023 -2.8 (5)
NGC 3044 -4.75 (6)
NGC 4302 -3t (6)
NGC4013 -6.5 (7)

(1) Oosterloo et al. (2007), (2) Marasco & Fraternali (2011), (3) Zschaechner et al. (2011), (4)
Zschaechner et al. (2012), (5) Kamphuis et al. (2013), (6) Zschaechner et al. (2015), (7)
Zschaechner & Rand (2015)

Table 3.3: HI Radial Lag Deviations from the Literature

3.5.1.3 Reassessing Previous Conclusions about the Origin of Extra-
planar Gas Based on Radial Lag Variations

Measured changes in the lag as a function of radius (ALag/Ar) have been
found for lagging HI in several galaxies (Table 3.3). Zschaechner et al. (2015) sum-
marize many of these results, finding a systematic decrease in the lag with radius
between r ~ 0.5 — 1.0 Rgs. Assuming Ras = 3.2 r¢ (Persic & Salucci, 1991), HI lags
tend to decrease between r ~ 1.6 — 3.2 ry. For the galaxies studied by Zschaechner
et al. (2015), many galaxies are probed out to 1.5 Rgs ~ 4.8 r¢. This is in agreement
with our analytic expectation (Figure 3.9), where lags induced by the potential tend
to shallow with radius for » 2 1 rg. In light of this modeling, the interpretation by
Zschaechner et al. (2015) that this shallowing of the lag with radius points toward
an internal origin for the extraplanar HI is, therefore, not a clear-cut as they claim.
We suggest that the majority of the shallowing of the lag with radius may be a

result of the thick-disk potential which overwhelms any kinematic signature of the
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origin of the extraplanar gas.

Large kinematic studies of extraplanar ionized gas (e.g. Bizyaev et al., 2017;
Levy et al., 2018) have lacked the "radial resolution” necessary to investigate radial
trends in eDIG lags. To highlight one particular example comparing HI and eDIG
lags, we consider NGC 4302, studied in HI by Zschaechner et al. (2015) and in Ha
by Heald et al. (2007). NGC 4302 is the only galaxy in the literature with measured
radial variations in the Ha lag. On the approaching side of the galaxy, both the
HI and Ho lags are constant with radius (although the Ha lag is much larger than
the HI lag). On the receding side, however, the HI lag shallows slightly with radius
whereas the Ha lag steepens by ~ 36 kms™! kpc™! at r = 4.25kpc = 0.6 1y (assuming
ro = Tkpc; Heald et al., 2007), resulting in ALag/Ar~ 9 + 4kms~'kpc™2. These
measurements for the receding side of NGC4302 are overplotted in Figures 3.8
and 3.9. At the radii probed by each measurement, the steepening Ha lag and
shallowing HI lags are completely reproduced by our analytic models (Figure 3.9).
On the receding side of NGC 4302, at least, tension between internal and external
origins of the extraplanar HI and Ha are alleviated by the potential dominating the
kinematics. The difference in the kinematics between the approaching and receding
sides of NGC 4302 are, however, still unresolved.

To conclude, measurements of radial variations in the lag cannot easily dis-
criminate between an internal or external origin for the eDIG, as they are convolved
with radial variations induced by the equilibrium potential. Perhaps large excur-
sions from the analytic predictions could discriminate between an internal or external

origin, but the uncertainties are large.
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3.5.2 Trends with Galaxy Properties

The relationship between the eDIG and global galaxy properties can give in-
sights into the origin of the extraplanar gas. If the eDIG is a result of star formation
activity in the disk (i.e. an internal origin), then trends between the eDIG scale
height and/or the lag with some measure of the star formation activity might be
expected (e.g. Heald et al., 2007). To complicate matters, however, trends with the
star formation activity may not be inconsistent with an external origin in a scenario
where the accretion that creates the eDIG also powers the star formation. There is
a relationship between the presence of eDIG and the SFR surface density (Xgspgr),
where eDIG is ubiquitous for galaxies above a threshold Yspr (Rand, 1996; Rossa
& Dettmar, 2003a). From a sample of edge-on MaNGA galaxies, Bizyaev et al.
(2017) find a trend between the Ha luminosity (a proxy for the SFR) and the eDIG
scale height. Correlations between the magnitude of the lag and the star formation
activity have yet to be found (Zschaechner et al., 2015; Bizyaev et al., 2017; Levy
et al., 2018, and references therein). Levy et al. (2018) did not find strong correla-
tions between the difference between the molecular and ionized gas rotation velocity
and any other global galaxy property, similar to previous photometric eDIG studies
(e.g. Rossa & Dettmar, 2003b) as well as studies of extraplanar HI (Zschaechner &
Rand, 2015). Previous evidence is, therefore, suggestive of an internal origin but
inconclusive.

We compare the measured lag to galaxy-wide properties, such as the Ha disk

scale height (h(Ha)), morphology, stellar mass (M, ), SFR, specific SFR (sSFR =SFR/M.,,),
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Figure 3.10: There are possible trends between the vertical gradient in the ionized
gas rotation velocity (lag) and (top left) the morphology. We find no strong corre-
lations between the measured ionized gas lag and the (top center) sSFR, (top right)
rotation velocity in the midplane (V(z=0)), (middle left) stellar mass (M, ), (middle
center) central stellar velocity dispersion (o, (cen)), (middle right) SFR surface den-
sity (Xspr =SFR/D2;), (bottom left) SFR, or (bottom center) measured Ha scale
height (h(Ha)). The vertical dashed and dot-dashed lines in (middle right) show
the threshold Yspr (and uncertainties) from Rossa & Dettmar (2003a).
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average SFR surface density (Xspr =SFR/D3;), central stellar velocity dispersion
(04(cen)), and Vpay. Morphologies and Dys (the diameter of B-band isophote corre-
sponding to 25 mag arcsec?) are from HyperLEDA; M, and o, e, are from CALIFA;
h(Ha) measurements are described in Section 3.3; V(z=0) is the intercept of the fit-
ted vertical velocity gradient (Section 3.4.2, Table 3.1). We derive the SFR (and
hence sSFR and Ygpg) from the WISE 22 ym (W4) AB magnitudes reported by Bit-
sakis et al. (2019) which use the apertures from Catalan-Torrecilla et al. (2015). We
use the WISE W4 magnitudes to derive these quantities because extinction by dust
in these edge-on systems renders the Ha extinction correction impossible, especially
in the midplane. We find inconsistencies in the magnitudes reported by Bitsakis
et al. (2019) stemming from an improper application of a scaling factor to account
for systematics (described in a few sentences). To convert from the AB magnitudes
in Bitsakis et al. (2019) to the Vega magnitudes listed in Table 3.1, a value of 7.220
should be subtracted!. It is known that star-forming galaxies measured with WISE
W4 are systematically brighter by ~ 10% than inferred from Spitzer IRS and 24 um
observations (Wright et al., 2010; Jarrett et al., 2013; Brown et al., 2014), and we
apply this scaling factor of 1/1.1 to the W4 Vega magnitudes. The W4 magnitudes

in Table 3.1 include this scaling factor. We then find the 22 ym luminosity using

L(22 um) = 24 Fyy x 107™W4/25 % 47d?, where 1y, is the W4 isophotal system

Avwy

frequency, Ay, is the W4 bandwidth, Fyy, is the in-band flux (all given in Jarrett

et al., 2011), my is the W4 Vega magnitude, and d is the distance to the galaxy

IThis corrects for an older conversion between Vega and AB magnitudes used by Bitsakis et al.
(2019) (6.604 instead of 6.620 (Jarrett et al., 2011)) and an improper application of a scaling factor
to account for systematics so that 7.220 = 6.604 + (6.620 — 6.604/1.1)
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(both in Table 3.1). We then convert from L(22 ym) to SFR using the single-band
linear calibrator without type-2 AGN developed by Catalan-Torrecilla et al. (2015).
We list our values of SFR inferred from the W4 magnitudes in Table 3.1**. Finally,
we use the values of M, and Dys listed in Table 3.1 to find sSFR=SFR/M, and
Ysrr = SFR/D3;.

We investigate whether there is a trend between the parameters by using the
Spearman rank correlation coefficient (rs) which tests for any monotonic relationship
between the two parameters. We estimate the uncertainty in rg by using 1000 Monte
Carlo iterations in which the values are allowed to randomly vary within the error
bars, and rg is computed for each iteration. The reported uncertainty on rg is the
standard deviation of the Monte Carlo iterations.

We find a weak inverse correlation between the lag and the morphology (rs =
—0.31£0.16) (Figure 3.10 top left). This is similar to the trends with axis ratio and
Sérsic index found by Bizyaev et al. (2017) (with r = 0.48 and r = 0.26 respectively).
We note, however, that determining the morphology, axis ratio, or Sérsic index for
an edge-on system is very difficult. We find no evidence for a trend with any of
the other parameters (Figure 3.10). The weak trends with sSFR, V(z=0), and
Ysrr (classified by their non-zero correlation coefficients and uncertainties; Figure
3.10 top center, top right, middle right) are ultimately not significant. If the two

galaxies with the largest lags are removed, none of the weak trends in Figure 3.10

**Catalan-Torrecilla et al. (2015) assume a Kroupa initial mass function (IMF) (Kroupa, 2001)
when deriving their SFR calibrators. A Salpeter IMF (Salpeter, 1955) is assumed the EDGE and
CALIFA surveys in general (Bolatto et al., 2017; Sanchez et al., 2016b). These different IMFs do
not affect the results presented here, but this should be kept in mind when comparing the SFRs
we derive here with other derivations of the SFR from the EDGE and CALIFA surveys.
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(top center, top right, middle right) are significant. Bizyaev et al. (2017) found
stronger trends between their lag measurements and V., (r = 0.55), M, (r = 0.5),
and o.(cen) (r = 0.55). As pointed out by Bizyaev et al. (2017), a trend with the
maximum rotation velocity (V. or V(z=0)) is likely an observational effect, since
larger amplitude lags are easier to find in systems with large V..

If the extraplanar gas indeed has an internal origin, we might expect a cor-
relation between the lag and Ygpr. For gas ejected from the midplane through
galactic fountains due to star formation activity, there should be some minimum
level of widespread star formation (i.e. Xgpr) needed to sustain a thick disk that
covers the entire plane of the galaxy (Rand, 1996). As in Levy et al. (2018), we
find no such trend (Figure 3.10 middle right). From this idea of a minimum level of
star formation activity, Rossa & Dettmar (2003a) define a threshold to have eDIG
of Lrir/D3s = (3.2 £ 0.5) x 10 ergs™'kpc™2 (Rossa & Dettmar, 2003a), where
Lgr is the far infrared luminosity from 60 and 100 um emission. We convert Lgg
to Lrig (total infrared, 8 — 1000um) using a factor of 1.6 (Sanders & Mirabel,
1996) and then to a SFR using the single-band linear calibrator without type-2
AGN developed by Catalan-Torrecilla et al. (2015). The threshold to have eDIG is
Ysrr = 1.475% x 1073 Mg yr~' kpe=2 (shown in Figure 3.10 middle right). We find
that 46151% of galaxies in this subsample are above this threshold. We note that
there are galaxies below this threshold with comparable lags to those above it (as
indicated by the lack of trend).

The CALIFA data enable us to look for trends with properties of the stars—

such as age, metallicity, and extinction—and to investigate the presence of vertical
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gradients in these parameters. Because these properties are degenerate, they are
difficult to interpret. We present the results of this analysis in Appendix B.3, but
the interpretation is beyond the scope of this paper.

As mentioned in Section 3.3, we also test for trends between the eDIG scale
height and the same global galaxy properties described here. We find no significant

trends with any parameter.

3.5.3 Synthesis

Determining the origin of the lagging extraplanar gas is difficult. Gradients
in the lag with radius do not provide a straightforward diagnostic of the origin of
the eDIG gas. The kinematic signatures imprinted by the equilibrium gravitational
potential will likely overwhelm those relating to the origin of the eDIG material.
We find no strong trends between the lag and galaxy properties, similar to previous
studies of lagging HI and eDIG (e.g. Zschaechner et al., 2015; Levy et al., 2018). We
also do not find trends between the eDIG scale height and global galaxy properties.
Therefore, although some evidence points toward an internal star formation-powered
origin for the eDIG, it is possible that external inflows of gas may also contribute

to the eDIG thickness.

3.6 The Ionization and Source of the Lagging Ionized Gas

Extraplanar ionized gas can be found in thick gas disks from ejected material,
galaxy bulges, the stellar thick disk, or outflows. These various locations and sources

for the eDIG will have different ionization and other properties. In the following
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subsections, we attempt to place limits on the source of the extraplanar ionized gas
in these galaxies.

It is generally thought that the eDIG is ionized primarily by leaky HII regions
(see review by Haffner et al., 2009, and references therein). Additional ionization
sources are required, however, to explain the increase of ionized gas line ratios
([SII]/Her, [NII]/He, [OILI|/HB) with height above the midplane (e.g. Collins &
Rand, 2001; Otte et al., 2001; Hoopes & Walterbos, 2003). Such additional ioniza-
tion mechanisms could include shocks (Veilleux et al., 1995; Rand, 1998; Collins &
Rand, 2001), turbulent mixing layers (Rand, 1998; Binette et al., 2009), magnetic
reconnection (Reynolds et al., 1999; Hoffmann et al., 2012), cosmic rays (Wiener
et al., 2013), photoelectric heating from small grains (Reynolds et al., 2001), or
hot, old, low-mass evolved stars (HOLMES; Sokolowski & Bland-Hawthorn, 1991;
Flores-Fajardo et al., 2011; Weber et al., 2019). For this paper, we will focus on
ionization by HOLMES since we have the data in hand to constrain this mechanism,
and many of the other processes are outside the scope of this paper. Lopez-Coba
et al. (2019) studied ionization by shocks in the context of galactic outflows using
CALIFA. HOLMES are commonly found in retired galaxies (galaxies which lie below
the star-forming main sequence) and in the bulges and halos of disk galaxies and
produce line ratios similar to low-ionization nuclear emission-line regions (LINERS)
(Sarzi et al., 2010; Belfiore et al., 2016; Gomes et al., 2016; Lacerda et al., 2018).
Recent ionization models of hot, young stars in the midplane of galaxies, however,
can reproduce observed line ratios in the DIG indicating that additional ionization
mechanisms may not be necessary (Weber et al., 2019).
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Figure 3.11: Diagnostic diagrams for all 25 edge-on galaxies color-coded in bins of
EW(Ha) (Sanchez et al., 2014). The left column plots pixels in the eDIG (i.e. ex-
cluding the center and midplane), the middle columns shows pixels in the midplane,
and the right column shows pixels in the center. The top row uses [NII|/Hea, the
middle uses [SII]/Ha, and the bottom uses [OI|/Ha. Individual pixels are shown in
the light points. Contours contain 50, 75, and 90% of the pixels in each group. The
large square symbols show the median of each group. Demarcations from Kauff-
mann et al. (2003) and Kewley et al. (2001) are shown (solid and dashed black
curves). The percent of pixels in each group are in the legend, and the number
of pixels in each region is in the upper right corner. Typical uncertainties for the
individual pixels are shown in the upper left corner. The eDIG is primarily ionized
by star-forming regions, rather than by the bulge, HOLMES, or some other process.
See Section 3.6 for details.
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There are various diagnostic line-ratio diagrams used to investigate the ion-
ization source of gas in galaxies. Here we will use |[NII|/He, [SII]/He, and [OI]/Ha
versus |OIII]/HB and the Ha equivalent width (EW(Ha)) to infer the ionization
properties of the eDIG in this sample. Lacerda et al. (2018) find that regions where
the ionization is dominated by star formation have EW(Ha) >14 A, and those with
EW(Ha) <3 A are dominated by HOLMES. These separations are fairly conserva-
tive; above 14 A and below 3 A, ionization will be dominated by star formation or
HOLMES respectively. It is interesting, however, to include in the interpretation
of intermediate EW(Hea). Sanchez et al. (2014) find a division between clumpy HII
regions and more diffuse gas at EW(Ha) = 6 A. We adopt EW(Ha) = 6 A as our
nominal division between gas ionized by star forming HII regions and more diffuse
gas ionized by other means (HOLMES, shocks, etc). Maps of EW(Ha) are calculated
in Pipe3D for the CALIFA galaxies (Sanchez et al., 2016¢,b). We divide the galaxies
in this sample into three spatial regions: eDIG, midplane, and center. We define
the eDIG region as pixels with |z| > h(Ha) and 7 > 2 Re puige, the midplane region
as pixels with |z| < h(Ha) and r > 2 Re puge, and the center region as pixels with
7 < 2Re puige- The diagnostic diagrams for each region color-coded by the EW (Ha)
categories proposed by Sénchez et al. (2014) are shown in Figure 3.11. Most of
the eDIG is dominated by ionization from star-forming complexes (~ 90%; Figure
3.11). Only a small fraction is ionized by HOLMES (~ 10%). Although we do not
analyze other ionization mechanisms (such as those mentioned in the introduction
to this section), they must play a minor role since the eDIG ionization is dominated
by star formation. A larger fraction of the midplane gas is ionized by star-forming
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complexes (~ 95%), whereas a larger fraction of gas in the central regions is ionized
by HOLMES (~20%) and the distributions extend further above the Kewley et al.
(2001) and Kauffmann et al. (2003) demarcation curves. If the more conservative
EW (Ha) bins defined by Lacerda et al. (2018) are used instead, only 3% of the
eDIG is ionized by HOLMES, 66% by star-forming regions, and 31% by a mix of
ionization processes (these groups are not well separated; see Lacerda et al., 2018).
In the center, 8% is ionized by HOLMES and 45% by a mix of ionization processes.
We discuss these results in the context of the source of the ionized gas lags (stellar

thick disk, bulge, outflows, and WIM-like gas) in the following subsections.

3.6.1 Is the Ionized Gas Related to a Stellar Thick Disk?

It is possible that the lagging ionized gas at large heights off the midplane is
associated with the stellar thick disk, rather than gas ejected from the midplane
via star formation feedback. The stellar thick disk is known to rotate more slowly
than the thin disk (e.g. Pasetto et al., 2012) and may have vertical gradients in
the rotation velocity (e.g. Spagna et al., 2010). The ionization of gas in the stellar
thick disk is thought to be dominated by HOLMES (Flores-Fajardo et al., 2011,
although see Weber et al. 2019). However, for eDIG regions—where we measure
lags—ionization by HOLMES contributes only a small fraction (~ 10%; Figure
3.11). Therefore, we conclude that we are likely not measuring lags due to ionized

gas associated with the stellar thick disk.
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Figure 3.12: There is no significant trend between the measured lag and the by-eye
bulge classification. Points for individual galaxies are shown in gray (without error
bars for clarity). Medians (with standard errors) for each bulge classification are
shown in black squares and are consistent across bulge classifications.

3.6.2 Contamination from a Bulge?

It is also possible that we are measuring lags due to gas in the bulge which
has larger velocity dispersions and lower rotation velocities. Although we exclude
pixels with r < 2R puge at all z, it is still possible that we are not masking all of
the bulge emission.

Because these galaxies are edge-on, there are no measurements of the bulge
fractions or effective radii (as was measured for the intermediately-inclined CALIFA
galaxies by Méndez-Abreu et al., 2017). Making detailed decompositions of the
bulges of these galaxies is out of the scope of this paper. Based on the SDSS images,
we classified the galaxies into rough bulge groups by eye. As shown in Figure 3.12,
there is no significant difference in lags measured for galaxies of different bulge
classifications.

We do find a weak inverse correlation between the amplitude of the lag and the
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Hubble type (Figure 3.10 top left). Earlier-type galaxies are more bulge-dominated
and do seem to have larger lags, possibly indicating that the bulge is contributing
to our measurement of the lags. We note, however, that the trend is not strong
(r¢ = —0.31 £ 0.16) and that there are galaxies with lags ~ 20kms™ kpc™! across
all Hubble types. We also note that morphological classifications for edge-on galaxies
are highly uncertain.

Finally, the ionization of gas in the bulge would be dominated by HOLMES
(Sarzi et al., 2010; Belfiore et al., 2016; Gomes et al., 2016). From the line ratio
diagrams (Figure 3.11), we find that the fraction of the eDIG ionized by HOLMES
is small (~ 10%). This fraction is higher and line ratios are more consistent with
LINER-like emission in the center region where a bulge may dominate. We conclude

that contamination from the bulge is not significantly affecting these results.

3.6.3 Contamination from Ionized Gas Outflows?

Lopez-Cobé et al. (2019) analyzed the prevalence of outflows in edge-on CAL-
IFA galaxies finding that 8% are candidates to host outflows. A further 13% present
eDIG but do not meet their outflow criteria. There are four galaxies in our subsam-
ple which are outflow candidates and five which have eDIG according to Lopez-Cobé
et al. (2019) (Notes O and E in Table 3.1). We note that our selection criteria are
different so that our subsamples contain different galaxies. While we exclude the
centers of galaxies from our analysis which should mitigate the effects of any out-

flows present, it is possible that this masking is insufficient as outflows can extend
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up to several kpcs towards the extraplanar regions. Therefore, the lags detected in
these galaxies could be consequence of the presence of outflows.

To investigate the effect of outflows on our results, we mark outflow candidates
in magenta in Figures 3.3 and 3.6 (top). Neither those galaxies with the largest Ha
scale heights (Figure 3.3) nor those with the largest lags (Figure 3.6 top) are outflow
candidates. We, therefore, conclude that outflows are not biasing our results in a

significant way.

3.6.4 The Lagging Ionized Gas is WIM-like

Following the previous sections, we interpret the observed lagging extraplanar
gas as a thick, turbulent eDIG layer, similar to the WIM in the MW, as opposed
to gas associated with the bulge, stellar thick disk, or outflows. The majority of
eDIG is ionized by star-forming regions (i.e. leaky HII regions) as opposed to some
other ionization source (Figure 3.11). When two bins of EW(Ha) are used (following
Sanchez et al., 2014), ~90% the eDIG is ionized by star formation (Figure 3.11).

Several line ratios are used as diagnostics of eDIG, as they trace variations
in temperature and density. The ratios of [NII]A6583A and [SII|]A6717A to Ha are
strong functions of temperature and also trace variations in abundance and ioniza-
tion (see the review by Haffner et al., 2009). Previous studies show that [SII|/Ha and
[NII] /Hev clearly increase with distance from the midplane in the eDIG, indicating
a general increase in temperature with height and large variations in temperature

and ionization fraction in the eDIG (e.g. Veilleux et al., 1995; Madsen et al., 2006;
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Figure 3.13: For 1C480, the spatial distribution of extinction-corrected (top left)
[SII|/Hae and (top right) [NII|/Ha. Median line ratios increase as a function of
height above the midplane (z), as shown for (middle left) [SII]/Ha and (middle right)
[NII] /Hev. (Bottom left) The [NII]/He versus [SII] /Ha for pixels with EW(Ha) > 6 A
for IC 480. Points are separated by region in the galaxy. Representative error bars
are shown in the upper left corner. Squares show the median of each region. As in
the MW, the eDIG tends to have higher [SII|/Ha than the midplane (e.g. Haffner
et al., 2009). (Bottom right) The median |[NII|/Ha versus [SII]/Ha in the midplane
(squares) and eDIG (circles) for all galaxies. Lines connect the midplane and eDIG
points of the same galaxy (also shown in the colors). The eDIG of most galaxies

has larger [SII|/Ha than the midplane.
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Haffner et al., 2009; Ho et al., 2016; Jones et al., 2017). In the midplane of the MW
and a few other galaxies, [SII|/Ha= 0.114+0.03 and [NII|/Ha ~ 0.25 (Madsen, 2004;
Madsen et al., 2006), whereas [SII]/Ha = 0.3440.13 and [NII]/Ha 2 0.5 in the eDIG
(Blanc et al., 2009; Madsen, 2004). We note that some photoionization models of
HOLMES have also been able to reproduce the observed line ratios (Flores-Fajardo
et al., 2011), but other models of young, massive stars in the midplane can reproduce
the observed line ratios and trends (e.g. Barnes et al., 2014; Weber et al., 2019). In
a stacked analysis of MaNGA galaxies, Jones et al. (2017) find a potential transition
in the heating source from HII regions to HOLMES, shocks, etc. at ~6 kpc from
the midplane based on the ratio of [OII]/Ha. Our observations do not probe out to
these distances (Figures 3.13 middle), which is consistent with midplane HII regions
dominating the ionization of these eDIG measurements.

CALIFA provides spatially-resolved maps of [SII| and [NII| at high SNR for the
galaxies studied here. We mask pixels with [SII] and [NII] SNR < 3 and Hae SNR < 5.
We correct each line for extinction using the Calzetti et al. (2000) extinction curve.
We note that this extinction correction will be insufficient in the midplane of these
edge-on galaxies. We also apply a SNR cut of 3 in the line ratio maps (Figure
3.13 top). To investigate trends in [SII|/Ha and [NII]/Ha with distance above the
midplane, we take a radial average at each height (excluding radii < 2 Re pulge)-
Indeed we find systematic increases in the line ratios with height above values found
in the midplane (Figures 3.13 middle).

Studies of the WIM in the MW reveal significant spatial variations in temper-
ature and ionization fraction (e.g. Haffner et al., 2009). These can be studied by
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comparing the [SII|/Ha and [NII]/Ha line ratios. Because the excitation tempera-
tures of [SII] and |NII| are similar, [SII|/[NII] is nearly independent of the electron
temperature (T.) (see equation 1 in Haffner et al., 2009). Variations in [SII|/[NII]
trace variations in ST/N*, N/H, and S/H. The [NII|/Ha and [SIH]/Hea line ratios
primarily trace variations in T, although they are also sensitive to variations in the
abundance of N or S (see equation 2 in Haffner et al., 2009). In the MW, Haffner
et al. (2009) find that the WIM has larger [SII]/Ha ratios than regions near HII
regions (see their Figure 2). We plot the [SII|/Ha line ratio against the [NII|/Ha
line ratio for the eDIG, midplane, and center regions for each galaxy (Figure 3.13
bottom left). Figure 3.13 (bottom right) shows the median line ratios for the eDIG
and midplane for each galaxy in this sample. Indeed for many galaxies in this sub-
sample, the eDIG region has higher [SII|/Ha ratios than in the midplane or center
indicating variations in the S*/S or S/H ratios as is seen in the MW.

From this analysis of the line ratio and ionization diagnostics, we conclude
that the eDIG in these galaxies is primarily ionized by photons escaping from HII
regions in the midplane, similar to the WIM in the Galaxy (e.g. Haffner et al., 2009).
We note that although the ionization is dominated by midplane HII regions, this
analysis of the ionization does not constrain whether the extraplanar gas originated

internal or external to the galaxy (as was investigated in Section 3.5).
3.6.5 Synthesis

To summarize this section, we investigate the source of the lagging ionized gas

through the ionization properties. We consider four potential sources for the lagging
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ionized gas: gas in the stellar thick disk, gas in the bulge, outflows, and gas in a thick
disk ionized by star-forming regions in the midplane. From the diagnostic line ratio
diagrams (Figure 3.11), we show that the line ratios and EW(Ha) are consistent with
ionization by star-forming regions (i.e. leaky HII regions) dominating in the eDIG
region. The fraction of ionization by HOLMES is small, unlike what is expected in
the stellar thick disk (e.g. Flores-Fajardo et al., 2011; Lacerda et al., 2018) or bulge.
We find no trend between the bulge fraction of these galaxies and the lag, again
indicating that we are not being biased by incomplete masking of the bulge regions.
We also rule out bias from outflows, as those galaxies with ionized gas outflows
(Lopez-Coba et al., 2019) do not dominate the He scale height or lag distributions.
Evidence for the lagging gas coming from an eDIG layer similar to the WIM in the
MW is (1) ionization dominated by star-forming regions, (2) increasing [SII|/Hao
and |NII|/Ha line ratios with height above the midplane which is characteristic of
the eDIG, and (3) elevated [SII]/Ha versus [NII|/Ha in the eDIG region compared

to the midplane.

3.7 Summary

We investigate the presence, properties, and kinematics of eDIG in a sample of
25 edge-on galaxies from the CALIFA survey. Much of the motivation for the study
was an extension of the kinematic detection of eDIG in intermediate inclination
EDGE-CALIFA galaxies by Levy et al. (2018). We summarize our main results

below, indicating relevant figures and/or tables.
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1. We measure exponential ionized gas scale heights (h(Ha)) in ~90% of this
sample. We find h(Ha) = 0.3 — 2.9kpc, with a median h(Ha) = 0.8kpc
over the sample (Table 3.1, Figure 3.3). These values are consistent with
previous measurements of eDIG scale heights (e.g. Rand, 1997; Wang et al.,
1997; Hoopes et al., 1999; Collins et al., 2000; Collins & Rand, 2001; Miller &

Veilleux, 2003a; Rosado et al., 2013; Bizyaev et al., 2017; Levy et al., 2018).

2. We investigate the rotation velocity (Vo) as a function of height above the
midplane (z) by constructing Ha PV diagrams in vertical bins. By radially
averaging, we find a systematic decrease in V,u(z) in many of our sources (Fig-
ure 3.5). We use a linear fit to find the vertical gradient in the rotation velocity

(AV/Az, where the lag is -AV/Az) (Table 3.1). We find significant lags in
60% of our galaxies with measurable lags ranging from 10-70kms~!kpc~.

There are no galaxies for which V. increases with z. This is consistent with

previous measurements of ionized gas lags in the literature (Figure 3.6).

3. We investigate radial variations in the lag, which may indicate an internal
origin of the eDIG material. We find no indication of systematic shallowing
(or steepening) of the lag with radius as is often seen in HI (Figure 3.8, Table
3.1). Moreover, our analytic modeling indicates that radial variations in the
lag are induced by the potential, regardless of the origin of the extraplanar
gas (Figure 3.9). Disentangling this effect in order to use radial variations in

the lag to deduce the origin of the extraplanar gas will be difficult.

4. There are no strong trends between AV /Az and global galaxy properties (Fig-
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ure 3.10). There is potentially an inverse correlation between the lag and
morphology (ry = —0.31; Figure 3.10 top left), but morphologies for edge-on

galaxies are very uncertain.

5. We use the ionization properties to discriminate among four potential sources
for the lagging ionized gas: gas in the stellar thick disk, gas in the bulge,
outflows, and extraplanar gas ionized by photons from star-forming regions.
From the diagnostic line ratio diagrams, we show that the line ratios and
EW (Hea) in the eDIG are consistent with ionization dominated by star-forming
regions (Figure 3.11). The fraction of the eDIG ionized by HOLMES is small,
unlike what is expected in the stellar thick disk or bulge. Evidence for an eDIG
layer due to star formation is ionization dominated by star-forming regions
(Figure 3.11), increasing [SII|/Ha and [NII|/Ha line ratios with height above
the midplane (Figures 3.13 middle), and elevated [SII|/Ha versus [NII|/Ha in
the eDIG region compared to the midplane (Figures 3.13 bottom). We can
further rule out bulge contamination because there is no trend between the lag
and bulge fraction (Figure 3.12). We also find no systematic influence from
outflows on either h(Ha) or AV/Az (Figures 3.3 and 3.6 top). We, therefore,
conclude that the lags are indeed due to a thick, eDIG layer similar to the

WIM in the MW.

To extend this work, it would be useful to measure the ionized gas velocity
dispersions. It is thought that the increased velocity dispersion of the gas acts

effectively as an additional pressure term so the gas can remain above or below the
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midplane (e.g. Burkert et al., 2010; Marinacci et al., 2010). Due to the low spectral
resolution of CALIFA, the ionized gas velocity dispersions cannot be measured.
Higher spectral resolution observations of these galaxies are, therefore, necessary
and will be discussed in Chapter 6. It is also extremely useful to have spatially
resolved observations of a dynamically cold tracer (such as CO) to compare with
the ionized gas. This would allow us to determine whether the molecular and ionized
gas rotation velocities indeed agree in the midplane, to measure the thin disk scale
height, and to measure the velocity dispersion in the dynamically cold component.
All of these measurements will help contextualize the ionized gas results. The EDGE
Survey provides CO measurements for three of the galaxies studied here, but deeper
CO observations in more galaxies (and with better spatial resolution if possible) are
necessary. Finally, the neutral atomic gas (HI) is also observed to lag the midplane
in some systems (e.g. Oosterloo et al., 2007; Kamphuis et al., 2013; Zschaechner
et al., 2011, 2012, 2015; Zschaechner & Rand, 2015). More spatially resolved HI
measurements in systems with resolved ionized gas data will enable comparison

between the neutral and ionized gas lags in a larger sample.
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Chapter 4: Feedback from Super Star Clusters in the Nuclear Star-

burst of NGC253

4.1 Introduction

Many stages of the stellar life cycle inject energy and momentum into the sur-
rounding medium. For young clusters of stars, this feedback can alter the properties
of the cluster itself in addition to the host galaxy. Outflows from young clusters,
in particular, remove gas that may have otherwise formed more stars, affecting the
star formation efficiency (SFE) of the cluster. The gas clearing process can proceed
through a number of physical mechanisms that are efficient over different density
regimes and timescales, such as photoionization, radiation pressure, supernovae,
and stellar winds. Outflows from forming massive clusters have been observed in
the Large Magellanic Cloud (Nayak et al., 2019) and in the Antennae (Gilbert &
Graham, 2007; Herrera & Boulanger, 2017).

At high levels of star formation, a larger fraction of stars form in clustered
environments (Kruijssen, 2012; Johnson et al., 2016; Ginsburg & Kruijssen, 2018).
The most extreme star forming environments can lead to massive (M, > 10° M)

and compact (r ~ 1 pc) so-called "super" star clusters (SSCs; e.g., Portegies Zwart
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et al., 2010). Because they are often deeply embedded, observations of young SSCs
in the process of forming are rare (e.g., Keto et al., 2005; Herrera & Boulanger,
2017; Oey et al., 2017; Turner et al., 2017; Leroy et al., 2018; Emig et al., 2020).
Observations and simulations both indicate that SSCs should have high SFEs (e.g.,
Skinner & Ostriker, 2015; Oey et al., 2017; Turner et al., 2017; Krumholz et al.,
2019; Lancaster et al., 2021a,b). Given these high SFEs, by what process(es) do
these SSCs disperse their natal gas?

NGC 253 is an ideal target to study massive, clustered star formation in de-
tail. It is one of the nearest (d~3.5 Mpc; Rekola et al., 2005) starburst galaxies
forming stars at a rate of ~2 Mg, yr~! in the central kiloparsec (Bendo et al., 2015;
Leroy et al., 2015). The star formation is concentrated in dense clumps, knots, and
clouds of gas (Turner & Ho, 1985; Ulvestad & Antonucci, 1997; Paglione et al., 2004;
Sakamoto et al., 2006, 2011; Bendo et al., 2015; Leroy et al., 2015; Ando et al., 2017).
Recent high-resolution data from the Atacama Large Millimeter/submillimeter Ar-
ray (ALMA) reveal at least 14 dusty, massive proto-SSCs (Leroy et al., 2018) at the
heart of these larger dense gas structures. Moreover, the clusters themselves have
radio recombination line (RRL) and radio continuum emission (Mills et al., 2021),
further confirmation that these are young clusters.

However, even at the 1.9 pc (0.11”) resolution of the previous study by Leroy
et al. (2018), the clusters, which have radii of 0.6 — 1.5 pc, are only marginally
resolved. Even higher resolution data are needed to spatially resolve these compact
clusters to study the cluster-scale kinematics and feedback.

Here we present direct evidence for massive outflows from three forming SSCs
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in the center of NGC 253 using new, very high resolution (0.028"~ 0.48 pc ~ 10> AU)
data from ALMA at 350 GHz. These three clusters show blueshifted absorption and
redshifted emission line profiles—P-Cygni profiles—in several lines. Our analysis
shows that these profiles are a direct signature of massive outflows from these SSCs.
We briefly describe the observations, data processing, and imaging in Section 4.2.
We present measured properties of the outflows from three SSCs based on the line
profiles and modeling in Section 4.3. We discuss the relevant timescales of the
outflows and clusters in terms of their evolutionary stage, mechanisms to power
the outflows, and comment on the specific case of SSC 5—which is the only cluster
visible in the NIR—in Section 4.4. We summarize our findings in Section 4.5.

The analysis in this chapter will be focused on the three clusters with clear
P-Cygni profiles: SSCs 4a, 5a, and 14. We will focus on results obtained from the
CS 7 — 6 and H®CN 4 — 3 lines for the following reasons. First, these lines show
bright emission towards many of the SSCs and are detected at relatively high signal-
to-noise ratio (SNR). Because of their high critical densities (nei~ 3—5x 10 cm™3
and neg~ 0.8 — 2 x 107 ecm™ respectively; Shirley 2015) they probe gas that is
more localized to the clusters themselves, lessening uncertainties introduced by the
foreground gas correction (Section 4.2.4). In the case of H*CN 4 — 3, the ¥C/!2C
isotopic ratio means this line is even less likely to be very optically thick. Although
strong, the CO 3 — 2 line shape is complicated because it has components from
clouds along the line of sight that are not associated with the clusters. Though the
HCN 4 — 3 and HCO™ 4 — 3 lines are bright and also have high critical densities
(Nezit~ 0.9 — 3 x 107 em ™2 and N~ 2 — 3.6 x 10° cm ™ respectively; Shirley 2015),
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they are more abundant and more optically thick than CS 7—6 and H¥CN 4—3, and
the absorption components in these lines suffer from saturation (i.e. absorption down
to zero). This makes determining physical quantities of the outflows—which rely
on the absorption depth to continuum ratio (Section 4.3)—difficult and uncertain.
Therefore, we find that the CS 7—6 and H**CN 4 — 3 lines provide the best balance
between bright lines with sufficient SNR, absorption features which do not suffer
from saturation effects, and which probe gas localized to the clusters to minimize

uncertainties from the foreground gas correction.

4.2  Observations, Data Processing, and Outflow Identification

Data for this project were taken with the Atacama Large Millimeter /submillimeter
Array (ALMA) as part of project 2017.1.00433.S (P.I. A. Bolatto). We observed the
central 16.64”(280 pc) of NGC 253 at Band 7 (v ~ 350 GHz, A ~ 0.85 um) using
the main 12-m array in the C43-9 configuration.  This configuration resulted in
baselines spanning from 113 m — 13.9 km and hence a maximum recoverable scale
of 0.38” (6.4 pc). The spectral setup is identical to our previous observations of this
region (Leroy et al., 2018; Krieger et al., 2019, 2020b), spanning frequency ranges
of 342.08 — 345.78 GHz in the lower sideband and 353.95 — 357.66 GHz in the upper
sideband. Observations were taken on November 9—11, 2017 with a total observing
time of 5.7 hours of which 2.0 hours were on-source. The visibilities were pipeline
calibrated using the Common Astronomy Software Application (CASA; McMullin

et al. 2007) version 5.1.1-5 (L. Davis et al. in prep.). J0038-2459 was the phase
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calibrator, and J0006-0623 was the bandpass and flux calibrator.

4.2.1 Imaging the Continuum

In this paper, we focus on the line profiles, specifically the CS 7—6 and H*CN
4 — 3 lines towards three of the SSCs. We will present the continuum data more
fully in the following chapter. Some of the data are presented and used here, and
we provide a brief summary.

To extract the 350 GHz continuum data, we flagged channels that may contain
strong lines in the band, assuming a systemic velocity of 243 kms~! (Koribalski et al.,
2004). Lines included in the flagging are '2CO 3 — 2, HCN 4 — 3, H'3CN 4 — 3, CS
7—6, HCOT 4—3, 2Si0 8 —7, and >CO 3—2 v=1 (though this line is not detected),
and channels within +200 kms™! of the rest frequencies of these lines were flagged.
We imaged the line-flagged visibilities using the CASA version 5.4.1 tclean task
with specmode=‘mfs’, deconvolver=‘multiscale’, scales=[0,4,16,64], Briggs
weighting with robust=0.5, and no uv-taper. The baseline was fit with a linear
function (nterms=2) to account for any change in slope over the wide band. The
continuum was cleaned down to a threshold of 27 uJy beam™!, after which the resid-
uals resembled noise. This map has a beam size of 0.024”x0.016"and a cell (pixel)
size of 0.0046”(0.078 pc), so that we place around 4 pixels across the minor axis of
the beam. Finally, the map was convolved to a circular beam size of 0.028” (0.48 pc).

The rms noise of the continuum image (away from emission) is 26 pJy beam=*(0.3

K).
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Figure 4.1: The 350 GHz dust continuum map covering the central 10”x10”(170
pc x 170 pc) of NGC 253 with an rms noise of 26 uJybeam='(0.3 K). The beam
FWHM is shown in the upper left corner. The x marks the center of NGC 253
from ionized gas kinematics traced by radio recombination lines (Anantharamaiah
& Goss, 1996). The 14 clusters identified by Leroy et al. (2018) are labeled. Despite
the increased resolution most of the massive clusters identified by Leroy et al. (2018)
persist, sometimes with a few lower-mass companion objects. The insets show the
CS 7 — 6 spectra towards the three SSCs analyzed in this paper (SSCs 4a, 5a, and
14), highlighting the characteristic P-Cygni profiles indicative of outflows. These are
the only clusters toward which we unambiguously identify blueshifted absorption

signaling outflow activity.
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From this high resolution 350 GHz continuum image (Figure 4.1), we identify
approximately three dozen clumps of dust emission. These are co-spatial with the
14 proto-SSCs identified by Leroy et al. (2018), with many sources breaking apart
into smaller clumps that likely represent individual clusters. We note that there
is appreciable overlap in the spatial scales probed by these observations and those
presented by Leroy et al. (2018). This means that the larger cluster sizes measured
by Leroy et al. (2018) are due to the lower resolution, with the true cluster sizes
better traced by these observations. We further verify this by computing the fluxes
in the high resolution continuum image in the same apertures used by Leroy et al.
(2018, see their Table 1). For SSCs 4, 5, and 14 (the focus of this analysis), we
recover > 80% of the reported flux.

We follow the SSC naming convention of Leroy et al. (2018), adding letters
to denote sub-clusters in decreasing order of brightness. For clusters that break
apart, there is always a main, brightest cluster. For example, SSC 4 from Leroy
et al. (2018) breaks apart into six dust clumps, where the peak intensity of SSC 4a
is >4x that of any of the smaller clumps. For this paper, we will focus only on
the primary clusters since those are the most massive, and smaller dust clumps may
not be true clusters. We also remove SSC 6 from this analysis, as it is extended
and more tenuous in the high resolution continuum map and so may not be a SSC.
Leroy et al. (2018) also note that this clump is weak and may instead be a supernova
remnant, which is further supported by a non-negligible synchrotron component to
this cluster’s spectral energy distribution (SED; Mills et al. 2021).

The position and orientation of each primary cluster is measured by fitting a
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SSC Number R.A. Decl. Thalf—flux ~ VLSRK

(J2000) (J2000) (pc)  (kms™1)

la 0P47™32.801° —25°17'21.236"  0.59 315
2 0B47M32.810° —25°17'21.247"  0.19 305
3a 0B47M32.830° —25°17'21.122"  0.47 302
4a 0h47m32.945° —25°17'20.209”  0.50 251
5a 0h47m32.987° —25°17'19.725"  0.76 215
7a 0b47m33.022° —25°17'19.086"  0.59 270
8a 0h47m33.115° —25°17'17.668"  1.20 295
9a 0b47m33.116° —25°17'18.200”  0.46 155
10a 0B47m33.1525 —25°17'17.134"  1.32 280
11a 0b47m33.165° —25°17'17.376"  0.13 145
12a 0B47m33.1825 —25°17'17.165"  1.29 160
13a 0b47m33.198° —25°17'16.750"  0.36 245
14 0h47m33.297° —25°17'15.558"  0.53 205

The cluster positions and sizes for the primary SSCs identified from the 350 GHz
continuum image (Figure 4.1). We follow the cluster naming convention of Leroy et al.
(2018). Clusters that break apart into multiple sub-clusters have an "a" added to their

number. We remove SSC 6 as it is likely not a true cluster due to its morphology.

Positions are determined by fitting a 2D Gaussian. Thaf—fux 18 the half-flux radius
determined from the radial profile. The beam (0.028" = 0.48 pc) has been deconvolved
from the reported sizes. Vigrik is the cluster systemic velocity (see Section 4.2.5). For

SSCs 4a, 5a, and 14, the estimated uncertainty is =1 kms~!. For the other clusters,
estimated uncertainties are +5 kms™?.

Table 4.1: Primary Cluster Positions and Sizes Measured from the 350 GHz Con-
tinuum Image
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2D Gaussian to each cluster in the continuum image using emcee (Foreman-Mackey
et al., 2013). The reported values are the medians of the marginalized posterior
likelihood distributions (Table 4.1). As a non-parametric measurement of the cluster
sizes, we compute the half-flux radius (rpar_gux) for each cluster. Given the cluster
positions and orientations from the 2D Gaussian fit, we construct elliptical annuli in
steps of half the beam FWHM. The half-flux radius is the median of the cumulative
flux distribution. We use this radius measurement as opposed to those from the 2D
Gaussian fit because the cluster light profiles are not necessarily well described by a
Gaussian, which will be discussed further in the following chapter. We deconvolve
the beam from the radius measurements by removing half the beam FWHM from
the half-flux radius in quadrature. The beam deconvolution will be treated more
fully in the following chapter focusing on the continuum properties of the SSCs

which will also include the lower resolution data.

4.2.2 Imaging the Lines

We image the CS 7—6 and H'3CN 4 — 3 lines by selecting a 800 km s~ window
around the line center (rest frequencies of 342.883 GHz and 349.339 GHz respec-
tively), assuming a systemic velocity of 243 km s~ (Koribalski et al., 2004). We clean
the lines of interest using tclean in CASA version 5.4.1 with specmode=¢cube’,
deconvolver=‘multiscale’, scales = [0], Briggs weighting with robust = 0.5,
and no uv-taper. No clean mask was used. The baseline was fit with a linear func-

tion (nterms=2) to account for any change in slope over the wide band. The contin-
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uum is not removed from the visibilities or the cleaned cubes. The cell (pixel) size
is 0.0046”(0.078 pc), so that we place around 4 pixels across the minor axis of the
beam. The final elliptical beam is 0.027”x0.019”. Finally, we convolve to a round
0.028” (0.48 pc) beam. The rms noise is 0.5 mJy beam™ (6.5 K) per 5 kms™! chan-
nel. Figure 4.2 shows the peak intensity maps for CS 7 — 6 and H'3CN 4 — 3 within
+200 kms~! about the galaxy’s systemic velocity to avoid possible contamination

by other strong lines (especially by HC3N in the case of H'3CN 4 — 3).

4.2.3 Full-Band Spectra and Detected Lines

Though the analysis is focused on the CS 7 — 6 and H!3CN 4 — 3 lines, we also
make a "dirty" cube covering the entire band and imaged area by running tclean
with niter=0. This dirty cube has a cell (pixel) size of 0.02” and an rms noise away
from the emitting regions of 0.57 mJy beam ™! per 5 kms~! channel. The synthesized
beam is 0.05”x0.025”. The continuum is not removed from the visibilities or the
dirty cube.

In Figure 4.3, we show the full band spectrum of SSCs 4a, 5a, and 14, extracted
from the dirty cube and averaged over the FWHM continuum source size. There
are several immediately striking features in these spectra. The brightest lines in
SSCs 4a, ba, and 14 show deep, blueshifted absorption features, extending down to
~ 0mJybeam™', and redshifted emission. This line shape is commonly referred to
as a P-Cygni profile — for the star in which it was first detected — and is indicative

of outflows. As a comparison, we also show the spectrum of SSC 8a in Figure 4.3,
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Figure 4.2: Peak intensity maps of CS 7 — 6 (top group) and H3CN 4 — 3 (bottom
group) within £200 kms™' of the galaxy systemic velocity to avoid contamination
by other strong lines in the band. The top panels in each group have been rotated
so the linear structure is horizontal, as indicated by the coordinate axes in the lower
right corner. The contours show 5 times the rms noise level in the 350 GHz dust
continuum shown in Figure 4.1 (5xrms = 1.5 K), and so indicate the extent of the
dust structures around the SSCs. The square plots show the peak intensity maps
and dust continuum contours zoomed in to 1” (17 pc) square regions around SSCs
14, 5a, and 4a, highlighting the localized and spatially resolved emission towards
these SSCs. These have not been rotated, as indicated by the coordinate axes in
the lower right corner.
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Figure 4.3: The full band spectra of SSCs 4a (top), ba (top-middle), 14 (bottom-
middle), and 8a (bottom). These spectra are averaged over the FWHM continuum
source size and have been corrected for foreground gas (Section 4.2.4). The contin-
uum has not been removed, and is shown by the solid horizontal gray lines. There
are many spectral lines detected in these clusters, some of which are marked by
the vertical lines and labels (where vib denotes a ro-vibrational transition; see also
Krieger et al. 2020b). The main lines used in this study (CS 7—6 and H*CN 4 — 3)
are marked in red (thick solid), lines used to determine the systemic velocity are in
orange (thin solid), and other lines are in gray (dashed). The P-Cygni profile is seen
in many lines in SSCs 4a, 5a, and 14. In some cases, the absorption is saturated
(i.e. absorbed down to zero intensity shown by the horizontal gray dashed lines)
especially in the brightest lines (such as CO 3—2, HCN 4—3, and HCO™ 4—3). The
CO 3—2 line profile is further complicated due to clouds along the line of sight. SSC
8a is shown as an example of bright source without evidence for outflows, though
there may be a hint of inflows in CS 7 — 6, H'3CN 4 — 3, and HCO™T 4 — 3.
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which does not have these P-Cygni line shapes. We note that the CO 3 — 2 line
has a complicated structure, likely because it traces lower density gas than other
detected lines (negig~ 2 x 10*em™3; e.g., Turner et al., 2017) and so it arises in many
places along the line of sight to the SSCs.

There are many detected lines in addition to the usual dense gas tracers. These
include shock tracers such as SO 8 — 7 and SO; lines and vibrationally excited HC3N
and HCN 4 — 3, which are primarily excited through IR pumping (e.g. Ziurys &
Turner, 1986; Krieger et al., 2020b). Many of these have been previously identified

by Krieger et al. (2020b), some of which are marked in Figure 4.3.

4.2.4  Correcting for Foreground Gas

Because the SSCs are embedded in the nucleus of NGC 253, there is dense
gas along the line of sight which may contribute to the observed spectra but is not
associated with the SSCs themselves. This can be seen in the line channel maps
around each SSC, shown in Figure 4.4 for CS 7—6. This gas is most evident in SSCs
5a and 14, which both show changes in the gas morphology with velocity (relative to
the cluster systemic velocity; see Section 4.2.5). The first panel of each set of channel
maps shows the CO 3 — 2 velocity field in the same region as a tracer of the bulk
gas motions not associated with the clusters themselves. Because we are interested
in the large scale gas motions, we smooth the CO 3 — 2 velocity maps presented
by Krieger et al. (2019) to 5x the beam major axis (5x0.17"= 0.85"= 14.4 pc).

The velocities shown in Figure 4.4 are relative to the cluster systemic velocities. All
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Figure 4.5: The CS 7 — 6 spectra for SSCs 4a (top), ba (middle), and 14 (bottom)
averaged over the 350 GHz continuum source area (blue; corresponding to the blue
ellipses in Figure 4.4), the foreground gas (green; corresponding to the green annuli
in Figure 4.4), and the corrected, intrinsic CS 7—6 spectrum accounting for the fore-
ground gas (black). The blue shaded region around the observed spectrum reflects
the standard deviation of the spectrum within the continuum source area. The gray
shaded region around the intrinsic spectrum includes the propagated uncertainties
from the assumed excitation temperature (Tex = 102 £ 28 K). See Section 4.2.4 for
details of the foreground gas
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three clusters are located at different velocities compared to the bulk gas motions
(i.e., CO 3 — 2 velocity maps are not centered on zero). In the case of SSC 14, the
distinct morphological evolution with velocity matches qualitatively with the CO
3 — 2, though there is a velocity offset. It is difficult to know what fraction of this
is associated with the clusters themselves or with dense gas in the environment of
the clusters but not necessarily bound to them. Here, we will assume that all of the
emission in the green annuli in Figure 4.4 is not bound to the clusters and should
be corrected to obtain the intrinsic spectrum of the clusters. The spectrum of the
environmental gas (Teyy) is averaged in an annulus with an inner radius of 3x the
half-flux radius and an outer radius of 5x the half-flux radius, as shown in Figure
4.4. This effectively assumes the environmental dense gas forms a uniform screen in
between the cluster and our line of sight. This is unlikely to be the case and is one
of the uncertainties of this correction.

We calculate the optical depth (7,,) of the environmental gas following Mangum

& Shirley (2015). Combining their Equations 24 and 27, we have

krI\enV 1 1 -1
]_ - h]j <€hl//kTex — 1 B ehl//kag _ 1) ] (4.1)

7, = —1In

where the filling fraction is assumed to be unity, the excitation temperature (Tey) is
102+ 28 K and the background temperature (T},) is measured from the continuum
level of the environmental spectrum (but is ~ 0 K; Figure 4.5). The assumed
value of Tey is the average of the excitation temperatures found by Meier et al.

(2015) over larger scales in the nucleus (74 K) and by Krieger et al. (2020b) for
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regions more localized to the SSCs (130 K), since the true value of the excitation
temperature of this dense gas near the clusters likely falls somewhere between these
two measurements. The uncertainty reflects half of the difference of these two values.

We assume that half of the environmental emission comes from the foreground,
so that the optical depth of the material along the line of sight in front of the cluster
is 7,1 = 7,/2. We also assume that the environmental gas is colder than the gas in
the cluster, so it will absorb emission from the cluster. We then derive the corrected

(intrinsic) SSC spectra where

Tobs - FI‘intrinsice_Tu’Icg + TenV (]- - 6_TVYfg)

= Tintrinsic = et [Tobs — Teny (1 — 6771’5%)] ,

where the second equation is a rearrangement of the first. The observed, environ-
mental, and intrinsic spectra of CS 7—6 for SSCs 4a, 5a, and 14 are shown in Figure
4.5. This process is repeated for H¥CN 4 — 3 and the full-band spectra in Figure
4.3.

As discussed earlier, it is difficult to determine what fraction of the extended
emission seen in the channel maps (Figure 4.4) is environmental or associated with
the cluster. Moreover, our method for the foreground correction is quite simplistic,
and there are uncertainties related to the fraction of gas that may be associated with
the clusters, the geometry of the environmental material, and the assumed excitation
temperature. As can be seen in Figure 4.5, however, the correction mostly affects the

peak of the emission components. After the foreground correction, the emission peak
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for SSC 14 increases by 7% (17 K), whereas the absorption trough only increases
by 4.5% (1.5 K). There is no appreciable change in the spectra for SSCs 4a and 5a.
The absorption features are, therefore, largely unaffected by this correction, and the
derived properties of the outflow (presented in Sections 4.3.1 and 4.3.2) are robust.

The intrinsic (corrected) spectra are used throughout the analysis of this paper.

4.2.5 Cluster Systemic Velocities

We constrain the systemic velocity of all of the detected clusters using the full-
band spectra and the detected line list presented by Krieger et al. (2020b). Using
the full-band spectrum for each cluster, we simultaneously fit each line in the line

list using a series of Gaussians of the form

I(V) = ]cont + Z Iline exXp

line

[_(V — Vline—rest) (4.3)

207ne
where I.. is the fitted continuum level over the whole spectrum, I, is the fitted
intensity of each line, Vj,e_rest 18 the fixed rest frequency of each line, oy, is the
fitted width of each line, and v is the rest frequency of the observed spectrum which
depends on the assumed systemic velocity. The primary lines used to determine
the systemic velocity are marked in orange in Figure 4.3; these lines tend to have
strong emission and simple line shapes. Other strong lines in the band (e.g., CO
3 —2, HCN 4 — 3, HCO* 4 — 3) tend to have complicated line shapes that make
accurately determining the systemic velocity difficult. Due to the presence of lines

with complicated shapes and line-blending, the cross-correlation of each full-band
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spectrum and the multi-Gaussian fit is done by-eye. The systemic velocities of for
all the clusters are listed in Table 4.1. The uncertainty is estimated to be 5 kms™*.
For SSCs 4a, 5a, and 14, the systemic velocities are further refined and confirmed
using other lines in the cleaned CS 7—6 and H'*CN 4 —3 cubes (Figure 4.6). Several
of these lines — the vibrational transitions, in particular — have sharp peaks and
are spatially localized to the clusters themselves. They, therefore, provide tighter
constraints on the cluster systemic velocities. For SSCs 4a, 5a, and 14, we estimate

that our cluster systemic velocities are accurate to &1 kms™!.

4.2.6  Other Cluster Properties

In addition to cluster properties derived from these new 0.5 pc resolution data
described in the previous subsections, we use stellar masses, total Hy gas masses,
and escape velocities of the clusters calculated by Leroy et al. (2018). Here we
briefly describe how these quantities were derived. These quantities are reproduced

in Table 4.2 for the three clusters which are the focus of this work.

4.2.6.1  Stellar Masses (M)

The stellar masses are calculated based on the 36 GHz image from the VLA
convolved to 0.11” (1.9 pc) resolution (Leroy et al., 2018; Gorski et al., 2017, 2019).
At 36 GHz, the emission is assumed to be entirely due to free-free (Bremsstrahlung)
emission. From the 36 GHz luminosity, Leroy et al. (2018) derived M, for a zero-

age main sequence (ZAMS) population with a standard initial mass function (IMF)
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(see their Section 4.3.1 and Table 2). As described below, we consider additional
sources of uncertainty beyond those described by Leroy et al. (2018). First, we
assume that the primary clusters retain all of the stellar mass measured by Leroy
et al. (2018), which may lead to an overestimate of M, for those clusters that
break apart. We estimate that this is at worst 50% in those cases (although the
higher resolution data presented here shows a number of satellite structures, the
original one remains dominant in most). Secondly, Leroy et al. (2018) estimate that
there is a £20% systematic uncertainty due to assumptions about the Gaunt factor.
Finally, Mills et al. (2021) measure M, of these clusters at 5 pc resolution using
hydrogen radio recombination lines (RRLs). These agree with the M, estimated
by Leroy et al. (2018) to within +0.3 dex on average. For SSCs 4a, 5a, and 14,
the agreement is even better, and the RRL analysis finds M, which differ by +0.1,
—0.1, and —0.2 dex from those derived from the 36 GHz emissions, where + (—)
means the RRL measurements produce a larger (smaller) M,. Included in the
calculations by Mills et al. (2021) is the effect of a synchrotron component. If
synchrotron contaminates the 36 GHz flux (which is assumed to be entirely free-
free in the M, calculation of Leroy et al. 2018), this would lead to an overestimate
of M,. There is negligible synchrotron emission in SSCs 4a, 5a, and 14, but this
could affect the M, of other clusters (especially SSCs 1a, 10a, 11a, and 12a; Mills
et al. 2021). To determine the lower error bar on M,, we take the largest of the
above three sources of uncertainty for each cluster, where the uncertainty from the
RRL measurements are included only if they yield a smaller M,. To determine

the upper error bars, we take the larger of the 20% systematic uncertainty and
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RRL-measured M, where they yield a larger M,. In addition to these quantifiable
uncertainties on M,, there are unquantified uncertainties relating to ionizing photons
absorbed by dust and evolution beyond the ZAMS, both of which would result in
the reported stellar masses being underestimates (Leroy et al., 2018). While we do
not attempt to calculate these unquantifiable uncertainties, we caution that they
could be important. In this work, we use these stellar masses primarily to place the
clusters in a mass-radius diagram and to evaluate the possible mechanisms powering

the observed outflows.

4.2.6.2  Total Hy Gas Mass (Mpy, tot)

The cluster gas masses are based on the 350 GHz image from ALMA at 0.11”
(1.9 pc) resolution (Leroy et al., 2018). At 350 GHz, the majority of the emission
is due to thermal dust emission, though there may be a small level of free-free
contamination. Leroy et al. (2018) quantify this free-free contamination and correct
the measured 350 GHz fluxes to determine a more accurate flux due to thermal dust
emission (see their Section 4.1 and Table 1). Assuming a dust temperature of 130 K,
dust-to-gas ratio of 1:100, and a dust mass absorption coefficient of 1.9 cm? g—*,
Leroy et al. (2018) calculate the total Hy mass of the clusters. Uncertainties are
~0.4—0.5 dex, with these measurements likely biased low due to assumptions about
the dust temperature, dust-to-gas ratio, and the dust opacity. See their Section 4.3.3
and Table 2 for more details. In this work, we consider these to be the total gas

masses of the clusters, including gas still bound within the cluster and outflowing
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from it.

4.2.6.3  Escape Velocity (Vescape)

Leroy et al. (2018) calculate the escape velocity from the clusters using their
measured stellar and gas masses and their measured sizes from Gaussian fits to the
0.11” (1.9 pc) resolution 350 GHz image. Uncertainties are dominated by those
from M, and My, tot- See Section 4.3.6 and Table 2 of Leroy et al. (2018) for more
details. In this work, we use these escape velocities to compare against the outflow
velocities we measure to place constraints on whether the outflowing material will

escape the cluster.

4.2.7 Outflow Candidates

We analyze the spectra towards all of the clusters (primary or otherwise)
identified in the high resolution continuum data (Figure 4.1) in search of spectral
outflow signatures. We determine our final list of outflow candidates based on robust
detections of blueshifted absorption and redshifted emission in the CS 7 — 6 and
H'3CN 4—3 lines. We present SSCs 4a, 5a, and 14 as our conservative list of detected
P-Cygni profiles indicative of outflows. The CS 7—6 and H3*CN 4—3 spectra towards
SSCs 4a, ba, and 14 are shown in Figure 4.6, which are from the cleaned line cubes
(Section 4.2.2) and have been corrected for foreground gas (Section 4.2.4).

While other SSCs show absorption features, these are not due to outflowing

material as the absorption occurs at the line center. Absorption at the line center
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is likely due to self-absorption of the cold material surrounding the cluster against
the embedded continuum source(s). Redshifted absorption would be indicative of
material inflowing towards the cluster; a hint of inflow is perhaps seen towards
SSC 8a (Figure 4.3, especially the CS 7 — 6, HCN 4 — 3 and HCO™ 4 — 3 lines).
Blueshifted absorption, on the other hand, means that the cold foreground material
is outflowing from the cluster. For this analysis, we are focused on the blueshifted
absorption indicative of outflows.

We also verify that these absorption features are not induced by the spatial
filtering by the interferometer. Due to the incomplete sampling of the Fourier plane
and the lack of short spacings, emission on larger scales is filtered out and cannot be
properly deconvolved, causing an increase in the RMS of the data at the velocities
where bright extended emission would be present. This problem manifests itself as
negative "bowls" around bright emission, but also as negative features that have
velocity structure. While this mainly affects the continuum (which is not removed
from these data), it can also induce false absorption features in the affected velocity
range. This can be seen, for example, in the CO 3 — 2 lines in Figure 4.3, where
the absorption profiles are very complex. Our choice to focus on CS 7 — 6 and
H'3CN 4 — 3 mitigates this problem, as these transitions require high densities to be
excited and are hence fairly localized to the clusters themselves, with not much of
an extended component. As shown in Figure 4.5 the environmental CS 7 — 6 spectra
around the SSCs are either flat or show the line in emission; the H'3CN 4 — 3 spectra
show similar profiles. Therefore, we conclude that the CS 7 — 6 and H'3CN 4 — 3

absorption features are not a result of the spatial filtering by the interferometer,
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although it may contribute to uncertainties at the 10% level.

A careful measurement of the cluster systemic velocities (Section 4.2.5) is crit-
ical to determine whether the absorption is blueshifted with respect to the cluster
or not. Critically, for a few clusters (e.g., SSCs 3a and 13a) there are pathologi-
cal combinations of absorption at the line center coupled with strong vibrationally
excited lines in emission at the redshifted edge of the absorption feature, which
together could masquerade as P-Cygni profiles. We identify other line candidates
present in the spectra around CS 7 — 6 and H*CN 4 — 3 using the line list presented
by Krieger et al. (2020b) as well as Splatalogue*, which are listed in the shaded
yellow regions in Figure 4.6. It is outside the scope of this paper to verify precisely
which other lines are present in the spectra, so we present them simply as possible
candidates (or combinations of candidates) which confuse the CS 7 — 6 and H*CN
4 — 3 spectra. This line blending can lead to false detections of P-Cygni profiles.
For example, H¥CN 4 — 3 v, = 1 is located 100 MHz (~ 88 kms™!) red-ward of
H¥CN 4 — 3, as can be seen in the right column of Figure 4.6. Similarly, HCN
4 — 3 vy =1 is located only 45 MHz (=~ 38 kms™!) red-ward of HCN 4 — 3. Given
the broad line profiles (in emission and absorption), these lines can easily blend
together to produce a facsimile of a P-Cygni profile. A careful measurement of the
cluster systemic velocities (using other lines with simpler profiles), cross-referencing
with the line list presented by Krieger et al. (2020b), and further verification using
Splatalogue reveals that these are not true P-Cygni profiles. It is also worth noting

that there is an emission feature (likely OS8O, an SO, isotopologue) seen in the CS

* https://www.cv.nrao.edu/php/splat/advanced.php
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7 — 6 absorption trough of SSC 4a (upper left panel of Figure 4.6).

That we detect outflows from SSCs 4a, 5a, and 14 is in large part due to our
ability to spatially resolve the individual clusters, since the spectral signatures of
the outflows are localized roughly to the central half-flux radius of the clusters. In
retrospect, there are indications of these outflows in the CS 7—6 and H'¥*CN 4—3 line
profiles presented by Leroy et al. (2018, see their Figure 3) in SSCs 4 and 14. The
much weaker outflow in SSC 5a is not apparent in these lower resolution data where
the clusters are only marginally resolved. There are also kinematic offsets between
HCN 4 —3 and H40a measurements towards these clusters which are consistent with

the effects of these outflows at lower resolution (Mills et al., 2021).

4.2.8 Internal Cluster Kinematics

Briefly here, we investigate whether SSCs 4a, 5a, and 14 exhibit signs of in-
ternal rotation. Observational detections of rotation in star and globular clusters in
the Milky Way are mixed (e.g. Kamann et al., 2019; Cordoni et al., 2020), though
simulations predict that massive star clusters (> 1000 M) should have appreciable
rotation (Mapelli, 2017).

We investigate the internal kinematics by constructing position-velocity (PV)
diagrams over a range of angles as well as peak-velocity and intensity-weighted
velocity (moment 1) maps around each of the clusters. While we see no clear signs
of internal rotation, the absorption hinders this analysis significantly as it affects the

(effective) intensity weighting of the peak- and intensity-weighted velocity (moment

160



1) maps. It similarly confuses the interpretation of the PV diagrams. Therefore,
we cannot claim that the SSCs are not rotating, only that, given the presence of
absorption, we see no clear evidence for rotation. We also check clusters without

absorption or outflow signatures, and also find no evidence of rotation.

4.3 Results

Using ALMA data at 350 GHz at 1.9 pc resolution, Leroy et al. (2018) identi-
fied 14 marginally-resolved clumps of dust emission whose properties are consistent
with forming SSCs. In our new 0.5 pc resolution data, many of these SSCs fragment
substantially such that there is a bright, massive primary cluster surrounded by
smaller satellite clusters (Figure 4.1). From the 0.5 pc resolution 350 GHz dust con-
tinuum image (Figure 4.1), we identify roughly three dozen clumps of dust emission.
We spectrally identify candidate outflows towards three SSCs: SSCs 4a, 5a, and 14
(where the appended "a" denotes the primary cluster of the fragmented group). The
locations of these clusters within the nucleus of NGC 253 are shown in Figure 4.1,
where the insets show the CS 7 — 6 line profiles towards these three clusters. In each
of these SSCs, we see evidence for blueshifted absorption and redshifted emission in
many lines (Figure 4.3), but we focus on the CS 7—6 and H>CN 4 — 3 lines (Figure
4.6) which provide the best balance between bright lines with sufficient SNR, ab-
sorption features which do not suffer from saturation effects, and which probe gas
localized to the clusters. This line shape—Dblueshifted absorption and redshifted

emission—is commonly referred to as a P-Cygni profile and is indicative of outflows.
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We take two approaches to derive the physical properties of the outflows in each
cluster. First, we fit the absorption component of the line profiles to measure the
outflow velocity, column density, mass, mass outflow rate, momentum, etc (Section
4.3.1). Second, we model line profiles of the CS 7 — 6 and H!3CN 4 — 3 spectra
towards each cluster with the goal of constraining the outflow opening angles and
orientations to the line of sight (Section 4.3.2). While the primary goal of the line
profile modeling is to constrain the outflow geometry, it also provides a measurement
of the outflow velocity, column density, mass, mass outflow rate, etc. We compare
common parameters of these methods in Section 4.3.3 and discuss our recommended

values in Section 4.3.4.

4.3.1 Outflow Properties from Absorption Line Fits

For a first estimate, we measure the outflow velocities, column densities, gas
masses, and momentum of each outflow by fitting the profiles of H'3CN 4—3 and CS
7—6 with a two-component Gaussian (blue dashed curves in Figure 4.6). We exclude
the portions of the spectra that may be contaminated by other lines, as marked by
the yellow shaded regions in Figure 4.6. The fit to the absorption feature yields the
velocity at the maximum absorption (Viyax—_abs), or the velocity at which the bulk of
the material is outflowing. We define the maximum outflow velocity as 20 from the
average velocity (Vmaxout = Vimax—abs + 2%%), which means that 95% of the

material traced by CS 7 — 6 and H®*CN 4 — 3 has an outflow velocity slower than

Vimaxout (for a truly Gaussian line). Given the mean outflow velocity and the cluster
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Figure 4.6: The CS 7—6 (left) and H'*CN 4 —3 (right) spectra for SSCs 4a (top), 5a
(middle), and 14 (bottom). The yellow shaded regions show where other lines may
contaminate the spectrum. Possible candidate lines are listed at the bottom of the
yellow shaded regions. The dashed blue curves show the two-component Gaussian
fit to the profile (Section 4.3.1). The solid red curves show the best-fitting spherical
outflow models (Section 4.3.2). The vertical red line segments shows the range of
velocities actually modeled, the red curve outside of these vertical line segments is
an extrapolation.
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SSC 4a SSC 5a SSC 14

Quantity Unit cs7—-6 HYBCN4-3 C©s7-6 HPCN4-3 ©s7-6 H'3CN4-3
log1o(MH,, tot) * log;o(Mg) 5.1 5.3 5.7
logyo(Mx) log10(Mg) 5.0 5.4 5.5
Vescape © km s~ ! 22.0 33.2 45.5

7 d 2.3 2.3 0.2 0.0 1.8 0.6
Vmax—abs km s~1 6 6 22 20 24 24
Vout, max km s~ 1 40 46 42 34 51 56
AVous, FwHM 7 km s~ 1 40 46 24 17 32 38
log 1 (teross) ™ logyo (y1) 5.0 5.0 4.5 4.6 4.4 4.4
1og10(NHy,out) * log1o(cm™2) 23.9 25.3 22.7 23.2 23.7 24.6
10g10(MH,,out) log1o(Mg@) 4.7 6.1 3.8 4.3 4.6 5.5
1og10(Mi,,0ut/MHg, tot) © -0.4 1.0 -1.5 -1.0 1.1 -0.2
log (M, out/Mx) ¥ 0.3 11 1.6 11 0.9 0.0
log10 (M, out) ! log19(Mg yr~1) -0.3 1.1 -0.7 -0.3 0.2 1.1
logyo(tremove—gas) ™ logyo (yr) 5.4 4.0 6.0 5.6 5.5 4.6
log1g(pr/Mx) ™ logyg(km s~ 1) 0.7 2.1 0.0 0.5 0.7 1.6
log10(Ekin) ° logig(erg) 49.2 50.6 49.6 49.9 50.4 51.3

Values (aside from the top three) are derived from fits to the absorption component of the line profiles. See Section 4.3.1 and
Appendix C.1 for details on how these values were calculated. “The cluster gas mass measured from the dust continuum and
assuming a gas-to-dust ratio of 100 (Leroy et al., 2018). Uncertainties are ~0.4—0.5 dex, with these measurements likely biased low
due to assumptions about the dust temperature, dust-to-gas ratio, and the dust opacity. See Section 4.2.6 for a detailed discussion
of how these values were calculated. " The cluster zero age main sequence (ZAMS) stellar mass measured from the 36 GHz free-free
emission (Leroy et al., 2018). See Section 4.2.6 for a detailed discussion of the uncertainties on these stellar masses. “The escape
velocity from the cluster (Leroy et al., 2018). Uncertainties are dominated by those from the gas and stellar masses. See Section
4.2.6 for a detailed discussion of how these values were calculated. *The optical depth in the outflow calculated from the absorption
to continuum ratio (Eq. C.4). The velocity where the absorption is maximized, corresponding to the velocity at which the bulk of
the material traced by CS 7 — 6 and H3CN 4 — 3 is outflowing. fThe maximum outflow velocity, defined as 20 from the mean
outflow velocity (Eq. C.3). For a Gaussian line, this means that 95% of the dense material has an outflow velocity slower than
Vmax,out- YThe FWHM line width from the Gaussian fit to the absorption feature. " The gas crossing time, or the time it would
take a parcel of gas to travel from the center of the cluster to rgsc at Viyax—abs (Eq. C.2). *The Ho column density in the outflow
derived from 7 (Egs. C.5—C.9). This calculation assumes LTE with an excitation temperature of 130 + 56 K and abundances of CS
7 — 6 and H'3CN 4 — 3 relative to Hjy from Martin et al. (2006). The abundances may vary by an order-of-magnitude on these small
scales, so all quantities which depend on the column density are limited to order-of-magnitude precision. The blueshifted outflow
component only probes the portion of the outflow on the approaching side, so the values are multiplied by 2 to account for the
receding side of the outflow, assuming it is identical to the approaching side. Uncertainties are +1 dex. Y The Hy mass in the
outflow derived from NHz,out and the projected cluster size (Eq. C.10). This calculation and others which depend on it assume the

outflow is spherical, which is supported by the results of our modeling (Section 4.3.2). Uncertainties are £1 dex. EThe Hgy mass in

the outflow compared to the total gas or stellar mass in the cluster. Uncertainties are +1 dex. !The mass outflow rate derived over
one crossing time (Eq. C.11). Uncertainties are £1 dex. "™ The gas removal time, or the time it would take for the current mass
outflow rate to expel all of the cluster gas mass (MHQ,tot) from the clusters (Eq. C.12). Uncertainties are +1 dex. " The radial

momentum carried by the outflow per unit stellar mass, which also assumes the outflow is spherical (Eq. C.13). Uncertainties are
+1 dex. °The kinetic energy of the outflow calculated from MH,,out and Viax—abs (Eq. C.14). Uncertainties are £1 dex.

Table 4.2: Cluster and Outflow Properties from Absorption Line Fits

164



size, we calculate the crossing time, or the time for a parcel of gas to travel from the
center of the cluster to the edge (teross = r'ssc/Vmax—abs), Where rssc is equivalent to
the half-flux radius (Table 4.1). From the fitted absorption to continuum intensity
ratio, we derive the optical depth and hence the column density in absorption. We
convert from the column density of the molecule to Hy (Np, out) using abundances
from Martin et al. (2006). From the column density and projected size (Table 4.1),
we estimate the Hy mass in the outflow (Mpy, out) assuming the outflow is spherical.
Constraints on the opening angle of the outflows derived from modeling of the line
profiles are discussed in Section 4.3.2 and show that the outflows must be nearly
spherical. Given the mass, crossing time, and mean outflow velocity, we calculate
the mass outflow rate (Mkut), the gas removal timescale (tremove—gas), the radial
momentum injected per unit stellar mass in the cluster (p,/M,), and the kinetic
energy of the outflow (Ey;,). Further details and equations used to derive these
quantities are presented in Appendix C.1. The outflow parameters derived from the
absorption profile fits are reported in Table 4.2.

The clusters have outflows with maximum velocities (Viaxout) 0f ~ 40 — 50
kms~!. For all three SSCs with outflows, Viaxout 18 larger than the escape velocity
(Vescape; reproduced in Table 4.2 from Leroy et al. 2018 and see also Section 4.2.6).
The bulk of the material traced by CS 7—6 and H'*CN 4 — 3, however, has velocities
less than Vescape (as traced by Vimax—ans). For SSCs 4a, 5a, and 14, 20%, 7%, and
7% of the outflowing material has velocities larger than the escape velocity and will
be able to escape from the cluster. Gas which is outflowing with velocities below

Vescape may be reaccreted by the cluster. The gas crossing time (teross) i ~fewx 10%
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years, which is a lower limit on the age of the outflow. These timescales and the
possibility of reaccretion will be discussed further in Section 4.4.1.

The masses in the outflows are large. The molecular hydrogen column densi-
ties and masses derived from H'®CN 4 — 3 are larger than those derived from CS
7 — 6 in all cases. One possibility is that CS 7 — 6 is more optically thick than
H'3CN 4 — 3, which may be supported by the depth of the absorption in SSC 4a,
but this cannot explain the discrepancy in SSC ba. A more likely possibility is
that the relative molecular abundances we assume are not correct for these small,
extreme regions. We adopt molecular abundances for H'3CN and CS with respect
to Hy of [H'3CN|/[Hs] = (1.2 £ 0.2) x 107! and [CS]/[Hy| = (5.0 + 0.6) x 107°
from a study of the the center of NGC 253 at 14-19” (~ 240 — 320 pc) resolution
by Martin et al. (2006), where the brackets refer to the abundance of that species.
Adopting these abundances on the parsec scales of our clusters, however, is highly
uncertain. Observations of envelopes around high-mass young stellar objects in the
Milky Way, for example, reveal order-of-magnitude variations in the abundances
of molecules, especially nitrogen and sulfur bearing species (van Dishoeck & Blake,
1998, and references therein). The impact of the uncertainty on the fractional molec-
ular abundances is that they translate into order-of-magnitude accuracy for the Hy
column density measurements, as well as the subsequent calculations which depend
on the column density, as reported in Table 4.2. In the following subsection we dis-
cuss in more detail what we know about chemical abundances and their variation:

our conclusion is that the masses derived from H!3CN 4 — 3 are likely more accurate.
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4.3.1.1 Fractional Abundance Variations

To resolve the discrepancies between our abundance-dependent measurements
(N, .0uts M, outs MHMut, and tremove_gas) from CS 7 — 6 and H¥CN 4 — 3 would
require that either [CS]/[Hy] is enhanced and/or [H'3*CN]/[Hg] is reduced in these
clusters compared to the values measured by Martin et al. (2006). In the case of
CS, modeling by Charnley (1997) shows that [CS]/[Hy| varies from ~ 1071% — 10~®
depending on age, Oy abundance, and temperature, with CS being most abundant
after ~ 10 years, at low O, abundance, and at low temperatures (T~100 K) though
the trend with temperature is not monotonic. Estimates of the kinetic temperatures
of the (marginally resolved) clusters vary from ~ 200 — 300 K (Rico-Villas et al.,
2020). At ~ 10° years (the ZAMS ages of these clusters; Rico-Villas et al. 2020)
and a temperature of 300 K, Charnley (1997) find [CS]/[Hz] ~ 4 x 107 depending
on the assumed temperature and O, abundance, very close to our assumed ratio
of (5.0 & 0.6) x 107 measured by Martin et al. (2006). From CS, SO, and SO,
line ratios towards these clusters, Krieger et al. (2020b) suggest that [CS]|/[Hs| may
be enhanced by a factor of 2—3 from the values measured by Martin et al. (2006).
For SSCs 5a and 14, an enhancement of [CS|/[Hs| by a factor of 2—3 brings our
abundance-dependent measurements into much better agreement with those derived
from H¥CN 4 — 3, but this is not sufficient for SSC 4a. The gas in SSC 4a is likely
more optically thick than in SSCs ba and 14, as seen in the absorption to lower
temperatures (~ 7 K), which could help explain the lingering discrepancy in this

cluster.
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In the case of [H'*CN]/[H], Colzi et al. (2018) find that chemical evolution
does not affect nitrogen fractionation, so the main driver of a different [H'*CN]/[Hy|
in these SSCs would be due to changes in the 2C/13C ratio. If there is less *C
in these clusters compared to the environment, then [H'3CN]/[H] may be lower.
Towards these clusters, Krieger et al. (2020b) find hints that >C/¥C may be on
the high side of the assumed ratio of 40 + 20 (Martin et al., 2010, 2019; Henkel
et al., 2014; Tang et al., 2019). If the the 2C abundance remains the same, this
suggests that reductions in *C and hence [H'¥*CN]/[H,| are possible. To bring our
abundance-dependent measurements from H¥CN 4 — 3 into agreement with the
lower values derived from CS 7 — 6 would imply 2C/'C > 300, much larger than
even the highest ratios measured in NGC 253 (Martin et al., 2010) while keeping
2C fixed. Changing [H'3CN]/[Hy], therefore, likely plays a minor role in remedying
the differences in our abundance-dependant quantities.

If, therefore, the discrepancy between our abundance-dependent quantities
measured from CS 7 — 6 and H®CN 4 — 3 is due to a change in the abundances
of those species, the effect is likely driven by CS which is enhanced relative to our
assumed [CS]/[Hz] with perhaps a small contribution from reduced [H'3CN]/[Hy].
As a result, the abundance-dependant quantities derived from H*CN 4 — 3 are likely
more accurate. In the values presented here and in the following section, we adopt
the abundances measured by Martin et al. (2006) and maintain the conservative

order-of-magnitude uncertainties on these quantities.
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4.3.2 Outflow Properties from Line Profile Modeling

The short gas crossing times, large outflow masses, and outflow mass rates
(Table 4.2) suggest the outflow activity in these objects cannot be sustained for a
long time. From this standpoint, it is reasonable that we detect outflows in <10% of
the SSCs, so it is possible that we are indeed catching a small fraction of the SSCs
in this short-lived phase. The analysis in Section 4.3.1, however, implicitly assumes
that the outflows are spherical. Another possibility, however, is that the outflows are
biconical with a more-or-less narrow opening angle. In that case the outflows from
the three clusters we identify are serendipitously pointed close enough to the line of
sight to make them detectable. If the observed outflows are not spherical, geometric
correction factors will need to be applied to the measured quantities in Table 4.2,
and more outflows could exist that we do not detect because their geometry is
unfavorable.

In order to determine whether the observed outflows are spherical or biconical
and how they are oriented with respect to the line of sight, we build a simple
radiative transfer model to model the spectrum through the outflow’. We consider
spherical and biconical outflows, where the opening angle (#) and orientation to
the line of sight (V) of the biconical outflows can be varied. Opening angles are
defined as the full-angle for one hemisphere; the maximum opening angle is § =
180°, corresponding to a sphere. Technical details and equations are presented in

Appendix C.2, but we summarize the basic scheme here. We construct a four-

tThe code and best-fit input parameter files are available at https://github.com/rclevy/
ModelSSCOutflows.
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Total Model Spectrum = Dust Continuum + +  Outflowing Cold Gas
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Figure 4.7: A 2D schematic showing the three physical components of the model
at a slice through the box at # = 0 and their spectral contributions. The black
rectangle shows the slice of the field of view used to calculate the final spectrum. A
representative spectrum for each component is shown below the corresponding 2D
schematic. CS 7 — 6 towards SSC 14 is used here as an example. The thicker curves
bounded by the vertical line segments show the velocity range modeled, whereas
the thin curves outside are an extrapolation. The hot gas and cold outflowing gas
spectra include the dust continuum component so that the absorption due to the
outflowing components is visible.

@ % w

Figure 4.8: 3D schematics of (from left to right) a spherical (§ = 180°) outflow, a
biconical (§ = 60°) outflow pomted along the line of sight, and blconlcal (0 = 90°
and 6 = 45°) outflows that are inclined to the line of sight (¥ = 95° and ¥ = 60°).
The green central sphere includes both the dust continuum and hot gas components
and has r = rsgc. The dark blue outer shell or cones show the outflowing gas. The
light blue component shows the ambient gas between the outflow cones. The black
cylinder shows the line of sight and field of view over which the model spectrum is
integrated and averaged, which has r = rssc (in the xy-plane) and spans 4 X rggc
along the z-axis.
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SSC 4a SSC 5a SSC 14

Quantity Unit cs7-6 HYBCN4-3 C©s7-6 HPCN4-3 ©s7-6 H3CN4-3
Vimax—abs % km s~ | 7 7 25 22 25 28
AVout, FwHM *P km s~1 25 25 20 15 20 25
Vout,max © km s~ ! 28 28 42 35 42 49
logo (teross) @ logo(yr) 4.9 4.9 4.5 4.6 4.4 4.3
AViet, pwaM ©° km s~ 1 10 10 50 50 80 85
Tout ¢ K 7 7 25 20 35 40
Thot *7 K 900 900 800 800 800 800
Teont 9 K 105 105 200 185 340 340
log1o (nout) " log1o(cm™3) 7.8 7.5 5.5 5.9 6.2 6.8
log ;o (npot) **" logyg(cm™3) 8.6 9.9 8.8 9.8 8.8 10.0
log o (Tcont,max) ~'* 1.3 1.3 1.3 1.3 1.3 1.3
log10(NHy,out) 7 logo(cm™2) 25.4 25.1 23.2 23.7 24.0 24.5
log10(MHy,0ut) ? log190(M@) 6.3 6.0 4.4 4.9 5.3 5.4
log1(MH,,out) 7 - logyp(Mg yr— 1) 1.4 1.1 -0.1 0.3 0.9 1.1
logyg(tremove—gas) 7 logyg(yr) 3.7 4.0 5.4 5.0 4.8 4.6

The input and output or derived parameters for the best-fitting spherical outflow models. See Section 4.3.2 and Appendix C.2 for
details. *Best-fit input parameters to the model. The uncertainties listed below are reflective of the grid of tested parameters.
—1. bThe FWHM velocity dispersion of the given
AVout, FWHM
2.355

Propagated uncertainties are 4% for SSCs 14 and 5 and

®The outflow velocity, which is assumed constant. Uncertainties are =1 kms

—1, ©The maximum outflow velocity defined as Vmax—abs + 2 . Propagated
osse

max—abs

component. Uncertainties are +2 km s

uncertainties are +2 kms~!. ?The gas crossing time defined as

14% for SSC 4a. “The gas temperature in the outflow at the line peak, which is constant spatially. Uncertainties are £2 K. fThe
gas temperature in the hot component at the line peak, which is constant spatially. Uncertainties are £25 K. 9 The continuum
temperature, which is constant spatially and spectrally. Uncertainties are £5 K. " The log of the peak Hy number density for the
given component. Uncertainties are +0.25 dex. “The peak optical depth of the continuum component. Uncertainties are £0.025.
JUncertainties are +1 dex due to the molecular abundance ratios relative to Hy.

Table 4.3: Line Profile Modeling Input Parameters and Calculated Values

dimensional box (z,y, z,v), where radii are measured in spherical coordinates from
the center of the box. We define the measured cluster radius such that rgsc =
Thalf—fiux (Table 4.1). The simulated box is scaled to 4 X rgsc in each spatial dimension
(x,y, z) to fully encompass the line emission (e.g. Figure 4.4) especially since the
geometry along the line of sight (z-axis) is unknown. The velocity axis is scaled
based on the input outflow velocity and velocity dispersion, so that the velocity
resolution is optimized over the velocities relevant for the cluster and outflow; this
is described more fully in Appendix C.2. Three physical components are required
to adequately model the CS 7 — 6 and H'3CN 4 — 3 spectra, as shown in Figures 4.7
and 4.8. These components and the input parameters for each are described below.
The input parameters are denoted with * in Table 4.3, which lists input parameter
values that yield the best model fits. Radial profiles of these components and the

input parameters are summarized in Figure C.2 in Appendix C.2.
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1. Dust continuum component: Shown in green in Figures 4.7 and 4.8, this com-
ponent is a sphere with 7 = rgg¢ and a constant (in space and frequency) tem-
perature (Teont). The optical depth in a single cell is a maximum (7cont max)
at the center, then decreases like a Gaussian with FWHM = 2 X rggc. In
other words, the FWHM of the dust continuum optical depth profile matches
the diameter of the 350 GHz continuum source. The temperature and optical

depth are set to zero for r > rggc.

2. Hot gas: Shown in yellow in Figure 4.7 (and encompassed within the green
sphere in Figure 4.8), this spherical component is required to reproduce the
strong emission component of the P-Cygni profiles. This component is defined
by an input hot gas temperature (Tpo), a Hy volume density (np.) for the
central (r = 0) pixel, and a velocity dispersion (AVyot pwam). Thot 1S constant
(spatially) for r < rgsc, and is set to zero outside. The density falls off oc 72

from the center and is set to zero for » > rggc. The line is centered on

zero velocity along the frequency axis, and the Gaussian linewidth is given by

AVipet pwam. Using the equations in Appendix C.2, this produces a spectrum

at every pixel in the box.

3. Cold, outflowing gas: Shown in blue in Figures 4.7 and 4.8, this is the outflow
component which produces the absorption features. This component is defined
by an input gas temperature (Toy), a Ho volume density (nqy) at the cluster
boundary (r = rssc), a constant outflow velocity (Vout), a velocity dispersion

(AVout, pwan), an opening angle (6), and an orientation to the line of sight
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(V). The gas temperature is constant (spatially) within this component. The
density is a maximum at r = rggc and decreases oc 2 until the edges of
the box; the density is set to zero inside the cluster (r < rssc). In the spec-
tral dimension, the line has a centroid velocity given by V., and a FWHM
linewidth of AV, pwnm. Using the equations in Appendix C.2, this produces
a spectrum at every pixel in the box. Since the outflow velocity is constant
and the density oc =2, the outflow conserves mass, energy, and momentum.
To create a biconical outflow with the input opening angle (), the velocity of
the pixels outside the outflow cones is set to zero. This creates an ambient gas
component (shown in light blue in Figure 4.8), which has the same temper-
ature, density, and velocity dispersion properties as the outflowing gas (but
with Voue = 0). The box is then rotated to the input orientation from the line

of sight ().

Together, these three components are integrated from the back of the box

forward (e.g. along the —z-axis in Figures 4.7 and 4.8). To obtain the final spectrum,

only pixels within a cylinder along the line of sight with r = rggc are integrated

(shown as the black cylinder in Figure 4.8) to best compare with the measured

spectra which are extracted only over an area corresponding to the continuum source

half-flux radius. We adjust the input parameters component-by-component to find

the model spectrum that best matches the observed CS 7 — 6 and H¥CN 4 — 3

spectra for SSCs 4a, 5a, and 14. There are degeneracies among input parameters,

which are described below and in Appendix C.2. These best-fit models are shown
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in red in Figure 4.6, and the best-fit parameters for CS 7 — 6 and H*CN 4 — 3
are listed in Table 4.3. For all spectra and sources, the spherical model provides
the best fit, implying that the opening angles of the outflows need to be broad to
explain the observed line profiles. A wide opening angle is in agreement with recent
magneto-hydrodynamic (MHD) simulations, which show that cluster outflows are
asymmetric and chaotic, but still wide-angle in general and regardless of the precise
feedback mechanism (e.g., Skinner & Ostriker, 2015; Kim et al., 2018; He et al.,
2019; Geen et al., 2021; Lancaster et al., 2021a,b). From these best fit models, we
also calculate the Hy column density and mass in the outflows, which are also listed
in Table 4.3.

We tested models with a fourth physical component representing a fast outflow-
ing component. This was mainly motivated by SSC 14 and the mismatch between
the spectrum and model at the blue-ward edge of the absorption feature for both
CS 7 —6 and H'®CN 4 — 3 (Figure 4.6). In the model, this component is otherwise
identical to the "slow" outflow component described above but with a larger outflow
velocity and velocity dispersion and a different maximum Hs volume. While includ-
ing this component did marginally improve the fits — especially for SSC 14 — the
improvement was not enough to justify the additional three parameters introduced
into the model.

Our model assumes a constant outflow velocity and r~2 density profile to
conserve mass, energy, and momentum in the outflow. In reality, a constant outflow
velocity is unlikely to be precisely the case, due to turbulence within the outflow

itself (e.g., Raskutti et al., 2017) and because the outflow may decelerate as it
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Figure 4.9: A heatmap showing the reduced chi-squared (x?) values for models with
varying opening angles () and orientations from the line of sight (¥) for the same
input parameters as listed in Table 4.3 for CS 7—6 in SSC 14. The gray histograms
show the marginalized distributions for 6 (top) and ¥ (right), normalized to unit
area. This shows that the outflow opening angles must be wide and/or closely
aligned with the line of sight.

encounters the surrounding medium. From the data, we investigate the location of
the absorption trough around and across the sources. We see no strong evidence for
systematic velocity shifts around or across SSCs 4a, ba, or 14.

There are ranges of opening angles (#) and orientations (¥) which are de-
generate and will produce similar output spectra. To investigate how well we can
constrain # and ¥, we run a grid of models with the same input parameters as in
Table 4.2 with varying 6 in steps of 20° and ¥ in steps of 5°. The results for CS

7 — 6 in SSC 14 are displayed in Figure 4.9, which shows that wide outflows and/or
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those pointed close to the line of sight are strongly favored. Wide angle outflows
from clusters are in agreement with results of numerical simulations as mentioned
previously. Though the outflows in simulations are clumpy and highly non-uniform,
they cover nearly 47 steradians and hence approach the spherical limit of our simple
modeling. Narrow and/or off-axis opening angles substantially increase the required
input density in s our models and result in unphysical solutions for the outflowing
mass. In any case, we cannot pin down the precise opening angle and/or line of
sight orientation from this modeling, but we place limits on them that suggest the
dearth of clusters with observed outflows is not a selection bias due to geometrical
effects. It is possible that we miss outflows if the dense gas is very optically thick
and therefore obscures underlying outflow signatures (e.g., Aalto et al., 2019). We
could also miss weak outflows below our detection limit of sensitivity and cluster

mass.

4.3.3 Comparing the Two Methods

The two methods of measuring the outflow properties described have calcu-
lated quantities in common. In Figure 4.10, we compare the velocity where the ab-
sorption is maximum (Vpax—abs), the FWHM of the absorption feature (AV u rwinm )
the maximum outflow velocity (Voutmax), the gas crossing time (teoss), the Ho col-
umn density in the outflow (Np, out), the Hy mass in the outflow (M, out), the mass
outflow rate (Mkut), and the time to remove all of the gas mass of the cluster at

the current MHz,out (tremove—gas). The equations used to calculate these parameters
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Figure 4.10: A comparison of common quantities measured from the absorption line
fits (Section 4.3.1) and the line profile modeling (Section 4.3.2). Each bin (separated
by black vertical lines) shows one quantity listed in Tables 4.2 and 4.3. Within the
bins, points are artificially offset along the horizontal axis for clarity. The different
symbols show the three SSCs and the colors show quantities derived from the two
spectral lines, as defined in the legend. The vertical axis shows the logarithm of the
ratio of the quantities from each method, such that each major tick mark corresponds
to an order of magnitude. The error bars for the first four quantities are negligible;
the errorbars on the last four quantities reflect the order-of-magnitude uncertainty
on the abundance ratio of the molecule with respect to Hs.

are given in Appendices C.1 and C.2 for the absorption line fits and line profile
modeling respectively. The vertical axis of Figure 4.10 shows the logarithm of the
ratio of the quantities derived from each method; each major tick mark and hori-
zontal gridline corresponds to an order of magnitude difference. In general, there is
good agreement between the two methods for the quantities which depend on the
velocity of the outflow s (Vinax—abs; AVout FwHM, Vout.max, and teoss). The uncer-
tainties in Figure 4.10 reflect the order-of-magnitude adopted uncertainties around
the abundance ratios, as discussed in Section 4.3.1.

Given the uncertainties the agreement between the absorption line fits and
the line profile modeling is good, especially for H3CN 4 — 3. A notable exception
is for CS 7 — 6 in SSC 4a, where the line profile modeling yields 1.5 dex larger
Hy columns and masses than derived from the absorption line fits. This is likely

because the CS 7 — 6 absorption in SSC 4a is the most saturated (i.e., the closest
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to zero). For the absorption line fits, this renders a more uncertain optical depth
(from the absorption to continuum ratio) as small changes in the absorption depth
leads to large changes in the optical depth and hence the column density. For
the line profile modeling, the depth of the absorption depends on the assumed gas
temperature and Hy, volume density in the outflow. The bottom of the absorption
trough sets an upper limit on the assumed gas temperature in the outflow (Toy); in
the modeling, the temperature of the absorption trough cannot be lower than the
assumed Toy. In the case of SSC 4a, this temperature is low (~ 7 K), well below
the temperature needed to excite the J = 7 level of CS of 66 K (Schoier et al.,
2005)*. As a result, the Hy density in the outflow must be increased, leading to a
large outflowing mass. We assume a constant temperature in the outflowing gas,
whereas a temperature gradient is likely needed to produce this absorption depth.
Because the other sources and lines have shallower absorption depths, they do not
suffer from this effect. Other strong lines—HCN 4 — 3 and HCO' 4 — 3—shown
in Figure 4.3 also suffer from this saturation, which is why they are not the focus
of this analysis. We, therefore, suggest that the column density, mass, and mass
outflow rate from the modeling are overestimated in the case of CS 7 — 6 in SSC
4a. This effect is not seen in the absorption line fitting because the absorption to
continuum ratio is used to infer the optical depth, but an excitation temperature of
130 K is assumed to derive the level populations (Appendix C.1). In the line profile

modeling, the input gas temperature (7 K in the case of CS 7— 6 in SSC 4a) is used

iThis information was retrieved from the Leiden Atomic and Molecular Database (LAMDA)
on 2020-10-30.
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to derive the level populations instead (Appendix C.2). Discrepancies between the
two methods are also seen in both lines towards SSC 5a, though they are not as
extreme as for SSC 4a. The discrepancies in SSC 5a cannot, however, be explained
by saturation. The same abundance ratios are used for both methods and these

enter into the calculations in the same way, so this discrepancy cannot be remedied

by changing [CS|/[Ha].

4.3.4 Recommended Values

Given the number of assumptions of the line profile modeling and the parame-
ter covariances, we suggest that the outflow properties from the absorption line fits
presented in Table 4.2 are more reliable and should be adopted. The assumption
of spherical outflows in computing those numbers is substantiated by the modeling,
which strongly favors wide outflows (Figure 4.9). It is encouraging that the line
profile modeling generally finds similar values for the outflowing mass, but there
are cases where the model likely overestimates the outflowing mass (e.g., SSC 4a).
Both sets of measurements are limited in the same way by the uncertainty on the
molecular abundances with respect the Hy. As discussed in Section 4.3.1.1, discrep-
ancies between quantities derived from CS 7 — 6 and H*CN 4 — 3 may be driven
primarily by changes in [CS|/[Hy| relative to the assumed abundance, so that quan-
tities derived from H'3CN 4 — 3 may be more reliable. Studies, such as the ALMA
Comprehensive High-Resolution Extragalactic Molecular Inventory (ALCHEMI),

that measure abundances at higher spatial resolution than currently available in

Shttps://alchemi.nrao.edu
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these extreme environments may improve the accuracy of our column density, mass,

mass outflow rate, and gas removal timescale estimates.

4.4  Discussion

The existence of outflows in SSCs 4a, ba, and 14 suggests these clusters may
be in a different evolutionary stage compared to the other SSCs in the starburst.
In the following section, we investigate the relationship between various timescales
relevant to the clusters (4.4.1) and possible outflow mechanisms (4.4.2). We also
investigate SSC 5a in more detail, as it is the only cluster visible in the NIR and

shows evidence for a shell of dense gas surrounding it (4.4.3).

4.4.1 Timescales, Ages, and Evolutionary Stages

There are several timescales and ages calculated from this and previous anal-

yses for these clusters, which we summarize here and list in Table 4.4:

Rico-Villas et al. (2020) uses the ratio of the luminosity in protostars to that
of ionizing zero-age main sequence (ZAMS) stars to estimate the ages of the clusters
(tzaMS—age), finding that SSC 4a is ~ 10*% yrs old, SSC ba is = 10° yrs old, and SSC
14 is ~ 10*% yrs old (Table 4.4). These measurements are based on the same 36
GHz emission used by Leroy et al. (2018) to calculate the stellar masses. The stellar

masses and ages associated with the ionizing photon rates derived from the ZAMS
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assumption may be underestimated if the cluster stellar population has evolved
beyond the ZAMS stage, or if some fraction of the ionizing photons are absorbed
by dust. These three SSCs have negligable synchrontron components of their SEDs,
so synchrotron contamination of the 36 GHz emission is a small effect. These ages

are, therefore, likely lower limits on the true "age" of the cluster.

4.4.1.2 Cluster Formation Timescales

Given the tzams_age and free-fall times (tg) calculated by Leroy et al. (2018),
we can try to place the clusters in a relative evolutionary sequence. An important
caveat is that Leroy et al. (2018) estimated tg based on the marginally resolved
data. With these spatially resolved data, the radii of the clusters decreased (e.g.,
Figure 4.11), meaning that these values of tg may be overestimated. SSCs 4a, 5a,
and 14 have tzams_age/te = 1.1, 22.0, and 2.4 respectively (Table 4.4). Modeling
by Skinner & Ostriker (2015) suggests that gas is actively collapsing to form stars
on timescales ~ 1 — 2tg, the typical timescale for cluster formation is ~ 5tg, and the
gas is completely dispersed by ~ 8tg. These clusters should be nearing the end of
the period of active gas collapse. SSC 5a may possibly be transitioning to the initial
stages of gas dispersal, especially because it is the only cluster visible in the NIR
(Section 4.4.3), though the gas dispersal has not yet finished because we still see
evidence for an outflow. It is important to note, however, that these evolutionary
stages are not clear-cut divisions, as gas accretion can continue while the cluster

is forming and while outflows are present, and that the tzanms_age are likely lower
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limits on the cluster ages. Moreover, the possibility that expelled gas is reaccreted

onto the clusters may mean that this cluster formation sequence is more cyclic.

4.4.1.3 Crossing Time (teross)

The crossing times (teross) We report in Tables 4.2 and 4.3 are short: 105752

years. Similarly short crossing times are also seen in a SSC candidate in the Large
Magellanic Cloud (~ 10*® yr; Nayak et al., 2019) and in simulations (e.g., Lancaster
et al., 2021a,b). At least one crossing-time has passed since the outflows turned on,
as P-Cygni line profiles are detected out to 2 rsgc. If the outflows are present
beyond rgsc, they are increasingly difficult to detect in absorption away from the
continuum source. Therefore, this timescale places a lower limit on the age of the

outflow.

4.4.1.4 Gas Removal Time (tremove—gas)

The gas removal times (tremove—gas) are longer in general than the crossing
or free-fall times, though the uncertainties on tiemove—gas are large. The average

~ 10%9%06 vears, where the uncertainty is the standard deviation of the

tremove—gas
mean tremove—gas 10 €ach SSC and line. The gas removal times are Ztzams—ages
except for SSC 4a. Assuming a constant mass outflow rate, this would imply that
there is still gas in the clusters to be removed, though a constant mass outflow

rate is unlikely (e.g. Kim et al., 2018). This timescale also assumes that none of

the expelled gas is reaccreted later on. Given that the bulk of the gas has outflow
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velocities below the escape velocity (Section 4.3.1), reaccretion of material is a likely

scenario.

4.4.1.5 Gas Depletion Timescale (tqep)

This timescale is the duration of future star formation, assuming a constant
SFR for each cluster and no mass loss: tgep= Mpy, tot/SFR where My, 1o is from
Leroy et al. (2018). The SFRs we use are also from Leroy et al. (2018) and are
based on the measured 36 GHz fluxes which trace the free-free emission from each
cluster (Gorski et al., 2017, 2019). This estimate of tqe, based on the SFR assumes
continuous star formation (over ~ 10 Myr; Murphy et al. 2011), whereas we would
expect the actual star formation in these clusters to be bursty. These are the longest
timescales for each cluster listed in Table 4.4. s Compared to the clusters’ tzams—_age,
this may suggest that the clusters are early in their star formation process and that
there is plenty of fuel to form new stars and for the clusters to continue grow. This
assumes, however, that all of the molecular gas remains in the cluster. The current
gas removal times of the outflows (tremove—gas) are much shorter than tgep, indicating
that these outflows will substantially affect the cluster’s star formation efficiency
(SFE). The possibility that gas is reaccreted by the cluster will affect the available

gas reservoir for future star formation.

That we detect outflows only in three sources, or ~8% of the three dozen SSCs
in the center of NGC 253 (Figure 4.1), gives credence to the idea that this outflowing

phase must be short-lived. It is unlikely that we miss many sources with outflows
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due to their orientation and geometry because the modeling presented in Section
4.3.2 as well as simulations (e.g., Geen et al., 2021) suggest that the outflows are
wide. We could, however, be missing outflows if the outer layers of dense gas are
very optically thick, which could obscure the outflows (e.g., Aalto et al., 2019) or if
there are weak outflows below our sensitivity or cluster mass detection limits. Given
that it is expected that the SSCs begin disrupting their natal clouds after ~ 10°~°
years (Johnson et al., 2015) and taking teess = 104 years as the lower limit on the
age of the outflow, we would expect to find outflows in at least 3 — 30% of SSCs,
which agrees well with our detection rate of 8%. This percentile range is a lower
limit because teposs is the minimum possible age of the outflow and there could be
additional outflows below our detection limit, though they would be weak. This also
assumes that the clusters formed at the same time, which is also unlikely.

In general the chemistry-based age sequences presented by Krieger et al. (2020b)
lead to different relative cluster ages than the dynamical progression presented here,
which are also different from the ZAMS age sequence of Rico-Villas et al. (2020). It
is important to keep in mind, however, that the oldest clusters are not necessarily
the most evolved, and vice versa. Using HCN/HC;3N as a relative age tracer, Krieger
et al. (2020b) suggest that SSCs 4 and 14 are in the younger half of the SSCs stud-
ied while SSC 5 is among the oldest. An age sequence using the chemistry of sulfur
bearing molecules suggests instead that SSCs 5 and 14 are younger whereas SSC 4
is older (Krieger et al., 2020b). This is in disagreement with the age progression
suggested by Rico-Villas et al. (2020), who suggest an inside out formation with

SSCs 4—12 being the oldest and SSCs 1—3, 13, and 14 being the youngest. The
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detections of outflows towards SSCs 4a, ba, and 14 would suggest that they are the
most evolved clusters in the young burst, in the simplest model where the clusters
completely and finally clear their gas at the end of their formation periods. As de-
scribed in the following section, SSC ba may be among the most evolved clusters, as
it is the only one of these clusters visible in the NIR. Krieger et al. (2020b) also find
the lowest dense gas ratios in SSC 5a, suggesting that it has expelled and/or heated
and dissociated much of its natal molecular gas. Given the gas-rich environment
surrounding these clusters, however, it is possible that other clusters are older and
more evolved, but have reaccreted gas from the surrounding medium or that was
not completely expelled. Given that the mean velocities of the outflows in SSCs 4a,

Ha, and 14 are less than the escape velocities, this is perhaps a likely scenario.

4.4.2 QOutflow Mechanics

There are a handful of feedback mechanisms relevant for setting the SFE of
star clusters. These include proto-stellar outflows, supernovae, photoionization, UV
(direct) radiation pressure, dust-reprocessed (indirect) radiation pressure, and stellar
winds. Each of these processes is efficient in driving outflows for different cluster
masses, radii, and ages. One way to visualize this is through a mass-radius diagram
(e.g., Fall et al., 2010; Krumholz et al., 2019), as shown in Figure 4.11. There is a
locus where none of the feedback mechanisms considered by Krumholz et al. (2019)
are efficient, and so clusters with those masses and radii should grow with high

SFEs. An important caveat of this figure is that there are other parameters relevant
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Figure 4.11: The cluster mass-radius diagram, adapted from Figure 12 of Krumholz
et al. (2019). The colored shaded regions bounded by dashed lines show the regions
of this parameter space where the corresponding feedback mechanism is efficient.
There is a locus where none of these feedback mechanisms are expected to be ef-
ficient, resulting in high star formation efficiencies. The circles show the primary
SSCs in NGC 253 without evidence for outflows, and the diamonds show those with
outflows. The cluster stellar masses (M,) are from Leroy et al. (2018). The error
bars include differences with measurements from RRLs (Mills et al., 2021), sys-
tematics due to assumptions about the Gaunt factor, and conservative estimates of
the effects of the clusters resolving into multiple smaller clusters. Not shown are
unquantified uncertainties related to absorption of ionizing photons by dust and
evolution beyond the ZAMS, both of which would result in higher values of M, than
reported. See Section 4.2.6 for details on the calculation of the error bars. The radii
are our measured 350 GHz half-flux radii (Table 4.1), which are smaller than the
radii previously measured by Leroy et al. (2018) ( gray open symbols in the same
style as in the legend) due to the increase in the spatial resolution of these observa-
tions. The change in radius is shown by the vertical gray dotted lines connecting
the symbols. Notably, the SSCs with outflows lie within or near the locus where
feedback is expected to be inefficient.
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to whether a feedback mechanism is efficient, such as the momentum carried by each
mechanism and the timescales over which it operates, which are not shown in this
representation.

We show in Figure 4.11 the primary SSCs in NGC 253, where SSCs without
outflows are shown as circles and those with outflows are shown as diamonds. The
radii are our measured half-flux radii listed in Table 4.1. Because of the factor
of 4 improvement in the linear spatial resolution with respect to the observations
reported by Leroy et al. (2018), the radii of these clusters are smaller than reported
by Leroy et al. (2018). As a result, the clusters are systematically shifted down in
Figure 4.11 as shown by the vertical dotted gray lines. The stellar masses are taken
from Leroy et al. (2018), as described in Section 4.2.6. We note, in particular, that
the reported stellar masses may be underestimated (beyond the error bars) due to
uncertainties about dust absorption and evolution beyond the ZAMS.

Many of the SSCs in NGC 253 fall inside the white area of inefficient feedback in
Figure 4.11, which suggests that none of those mechanisms may be efficient for these
clusters. The detection of outflows in SSCs 4a, ba, and 14, however, means there
is direct evidence of strong feedback. The H, masses in the outflows are significant
compared to the total mass in the cluster itself (Table 4.2). From the previous section
(and quantified in Table 4.4), the gas removal times (tyemove—gas) based on the current
mass outflow rates are much shorter than the timescale for future star formation
(taep). Comparison of these timescales implies that the outflows will remove the
molecular gas faster than it would otherwise be used up by star formation. Note

that these timescales assume either a constant mass outflow rate or a constant
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star formation rate, respectively, neither of which is likely to be the case in reality.
Moreover, tremove—gas assumes there is no new infall replenishing the reservoir, and
taep assumes no molecular gas is removed. Nevertheless, the outflows will have a
non-negligible effect on the reservoir of gas available to the cluster to form stars and
hence on the cluster’s SFE.

What mechanism, then, is powering these outflows, given that SSCs 4a and
5a lie in the locus where no mechanism is expected to be efficient and SSC 14
is near a boundary? We explore four plausible mechanisms shown in Figure 4.11
below (excluding proto-stellar outflows which are only important for much lower
mass clusters; e.g., Guszejnov et al., 2021). We also consider winds from high mass
stars which may be important for clusters of these masses and ages (e.g., Gilbert &
Graham, 2007; Agertz et al., 2013; Geen et al., 2015; Lancaster et al., 2021a,b). In
addition to their location in the mass-radius diagram (a re-framing of their surface
densities), we also compare the momentum expected to be carried by each of these
processes and the timescales over which they operate to the values estimated for
these clusters. It is also possible that a synergistic combination of mechanisms is at
work (e.g., Rahner et al., 2017, 2019). These potential scenarios are discussed in

the reminder of this section.

4.4.2.1 Supernovae

These clusters are young (~ 105 years; Rico-Villas et al., 2020), and so it is

not expected that many, if any, supernovae have exploded since it typically takes ~3
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Myr before the first supernova explosion s (e.g., Zapartas et al., 2017). Moreover, the
expected cloud lifetimes in a dense starburst like NGC 253 are expected to be shorter
than 3 Myr (e.g., Murray et al., 2010), meaning that clouds would be disrupted
before supernova feedback would be important. The gas removal times estimated
for these outflows are << 3 Myr in all cases (Table 4.4), supporting the idea that
the clusters are too young for supernovae. Even with the large uncertainties, the
radial momentum we measure in their outflows (Table 4.2) is an order of magnitude
or more lower than expected for supernova-driven outflows (1000 — 3000 kms™!;
e.g. Kim & Ostriker, 2015; Kim et al., 2017a). Finally, Mills et al. (2021) construct
millimeter spectral energy distributions of these SSCs at 5 pc resolution and find

that all three of these sources have negligible synchrotron components, further ruling

out supernovae as the mechanism driving the cluster outflows.

4.4.2.2 Photoionization

Photoionization can remove a substantial amount of gas from a cluster, de-
pending primarily on the density of the cluster (e.g., Kim et al., 2018; He et al.,
2019; Geen et al., 2021, 2020; Dinnbier & Walch, 2020). He et al. (2019) study
the effects of photoionization on massive star clusters, finding that photoionization
is most efficient at suppressing star formation in lower density clusters. Similarly,
Dinnbier & Walch (2020) find that photoionization (and winds) are inefficient at
clearing the natal gas from clusters with masses > 5 x 103> Mg, unless they form

with a high SFE. Though simulating different size and mass scales, Dinnbier &
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Walch (2020) and Geen et al. (2020, 2021) find that feedback by photoionization is
most important at the outer layers of the cloud or HII region. Kim et al. (2018)
find that the momentum carried by a photoionization-driven outflow decreases with
increasing cluster surface density. Assuming that the dense gas we measure follows
the trends for the neutral gas simulated by Kim et al. (2018) and that the trends
continue to these higher surface densities, the radial momentum per unit mass from
photoionization should be very small (p,/M, < 1 kms™!) for the molecular gas sur-
face densities of SSCs 4a, 5a, and 14 of Xy, ~ 1042749 M, pc=? (Leroy et al., 2018).
Using the stellar masses and radii, we can calculate the estimated ionized gas masses
and momentum (using Equations 3, 4, and 11 of Leroy et al., 2018) and assuming
Vien = 15 kms™ (as below), finding the pion/M, &~ 0.13, 0.15, and 0.08 kms™! for
SSCs 4a, ba, and 14. We note that the ionizing photon rates estimated by Leroy
et al. (2018) for these sources are consistent with a new analysis by Mills et al.
(2021). These estimated momenta based on the ionizing photons are much smaller
than the measured values of p,/M, ~ 5—126, 1—3, and 5—40 kms~! (Table 4.2).

Krumholz et al. (2019) parameterize the effect of photoionizaion in terms of
the ionized gas sound speed (cs;on) and the cluster escape velocity (Vesc), such that
photoionization will be efficient when cgjon > Vese. It is thought that the photoion-

ization will be efficient for clusters with Ve = Cgjon < 10 km s~!. Figure 4.11 and

Krumbholz et al. (2019) assume Vese & Cgjon = 15 kms™!.

The escape velocities of
SSCs 4a, ba, and 14 are approximately 23, 34, and 50 kms™!, respectively. This
suggests photoionization could be important for SSC 4a, but the escape velocities

of SSCs Ha and 14 are likely too large for this mechanism to be efficient. This is in
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agreement with the qualitative results of simulations discussed above.
Therefore, feedback from photoionization likely plays a minor role in driving
these outflows as these clusters are dense and hence their escape velocities are too

large for photoionization to efficiently drive outflows.

4.4.2.3 UV (Direct) Radiation Pressure

There are many studies that investigate the role of UV (direct) radiation pres-
sure in driving outflows and expelling gas from a molecular cloud or HII region (e.g.,
Kim et al., 2016, 2017b, 2018, 2019; Raskutti et al., 2017; Crocker et al., 2018a,b;
Barnes et al., 2020; Dinnbier & Walch, 2020). In general, many of these studies
find that UV radiation pressure can play an important — if not dominant — role in
expelling gas from a cluster, especially for low surface density clouds (e.g., Skinner
& Ostriker, 2015; Raskutti et al., 2017). Using a numerical radiation hydrodynamic
approach, Raskutti et al. (2017) study the effects of radiation pressure from non-
ionizing UV photons on massive star forming clouds, finding that over a cloud’s
lifetime 2 50% of the UV photons escape through low-opacity channels induced by
turbulence and hence do not contribute to radiation pressure-driven outflows. An
important caveat is that the clouds simulated by Raskutti et al. (2017) are larger
in size and so have lower densities than the clusters in NGC 253. Raskutti et al.
(2017) find that the mean outflow velocity of their radiation-pressure driven out-
flows is ~ 1.5 — 2.5 V., independent of cloud surface density. For the clusters in

NGC 253, this translates to expected mean outflow velocities of ~ 33 — 114 kms™!,
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faster than the observed mean velocities of 6 — 28 kms™!.

The radial momentum
per unit stellar mass (p,/M.) of SSCs 4a, ba, and 14 are an order of magnitude or
more less than measured by Raskutti et al. (2017) for clouds of roughly the same
initial mass, though the clusters in NGC 253 are denser than the simulated clouds.
In contrast, the clusters in NGC 253 have slightly larger radial momenta per unit
outflowing mass (p;/Moyt). This means that the clusters in NGC 253 have less out-
flowing mass relative to their stellar masses than the simulated clusters, though this
could also be due to the difference in cloud densities.

Simulations of feedback from photoionization and UV radiation pressure by
Kim et al. (2018) find tgep ~ 2.5 Myr for their densest clouds (Zpeutral = 10° Mg
pc~2). Our clusters, which have Y, ~ 1024753 My pc™2 (Leroy et al., 2018), have
taep= 2.5 — 6.3 Myr, whereas extrapolation of the Kim et al. (2018) calculations
would result in lower values of tgep if the trends continue to these higher densities.
Kim et al. (2018) also find relatively constant outflow velocity of ~ 8 kms™!, ap-
proximately independent of surface density in the neutral phase. This is similar to
the mean outflow velocities of the dense gas traced by CS 7 — 6 or H¥*CN 4 — 3
for SSC 4a (~7 kms™'), but lower than those for SSCs 5a and 14 (~ 22 and 25

kms™!

, respectively). In terms of momentum, according to Equation 18 in Kim
et al. (2018), an outflow driven by photoionization and UV radiation pressure would
have a momentum per unit stellar mass of ~ 1 kms™! at the surface densities ob-
served in our clusters. This is about an order of magnitude lower than the p,/M,
measured for dense gas traced by CS 7— 6 or H3CN 4 — 3 in these clusters (though

our uncertainties are large). s An important caveat to this is that the clusters in
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NGC 253 are denser than those simulated by Kim et al. (2018). Additionally, these
simulations probe the neutral outflowing phase whereas our observations probe the
outflowing dense molecular gas.

The efficiency of UV radiation pressure can be parameterized in terms of the
surface mass density of the cluster (3) compared to the the outward force of radia-
tion pressure. Skinner & Ostriker (2015) and Krumholz et al. (2019) define a critical
surface density, Xpr = % where U is the light-to-mass ratio, below which UV radi-
ation pressure becomes important. A population of ZAMS stars that fully samples a
Chabrier (2003) IMF has ¥ ~ 1100 Lo, Mg ™! (e.g. Fall et al., 2010; Kim et al., 2016;
Crocker et al., 2018a), resulting in Ypr ~ 340 My pc~2. Models and simulations
show that UV radiation is only effective for surface densities ¥ < 10 Xpr because
turbulence will introduce low-column sight-lines that allow the radiation to escape
(e.g. Thompson & Krumholz, 2016; Grudi¢ et al., 2018; Krumholz et al., 2019). The
value of Ypr depends principally and linearly on the assumed light-to-mass ratio
and hence on the IMF. SSCs 4a, ba, and 14 are all well below this boundary shown
in green in Figure 4.11, meaning that a significantly top-heavy IMF resulting in a
much higher value of U is required for these outflows to be powered solely by UV
radiation pressure. A top-heavy IMF has been suggested in other massive or super
star clusters (e.g. Turner et al., 2017; Schneider et al., 2018). Turner et al. (2017)
find a top-heavy IMF in a SSC in NGC 5253 with ¥ ~ 2000 L Mél. However, an
unphysically large light-to-mass ratio ~ 10,000 Le M_' is needed for UV radiation
to explain the feedback in SSCs 4a, ba, and 14.

It is, therefore, unlikely that UV (direct) radiation pressure is the dominant
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mechanism responsible for driving the outflows in SSCs 4a, 5a, and 14.

4.4.2.4 Dust-Reprocessed (Indirect) Radiation Pressure

Given the large dust columns in these SSCs, dust-reprocessed (indirect) radia-
tion pressure is a promising mechanism to power the outflows. In a study of massive
star clusters in the Milky Way’s Central Molecular Zone, Barnes et al. (2020) find
that indirect radiation pressure is important at early times (< 1 Myr). Similarly,
Olivier et al. (2021) find that dust-reprocessed radiation pressure is the dominant
feedback mechanism in ultra compact HII regions in the Milky Way. Moreover,
given the possible underestimate of the stellar masses due to absorption of ionizing
photons by dust or evolution beyond the ZAMS (which are not reflected in the error
bars in Figure 4.11), indirect radiation pressure is a plausible mechanism to drive
the observed outflows.

Whether the dust-reprocessed radiation pressure can drive an outflow funda-
mentally depends on the balance between the outward force of the radiation pressure
and the inward force of gravity (i.e. the Eddington ratio, fgqq). This depends on the
dust opacity and the input luminosity from the cluster, which can be parameterized
by the light-to-mass ratio of the assumed IMF. The dust opacity (kg) quantifies
a dust grain’s ability to absorb infrared radiation. As explored by Semenov et al.
(2003), this quantity varies with temperature, dust composition, grain shape, grain
size distribution, and the opacity model. For example, grains in dense molecular

clouds exhibit larger x; than those in the diffuse ISM, which is thought to be due
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to the growth of mantles (e.g., Ossenkopf & Henning, 1994). Given the high den-
sity and intense radiation environment in these clusters, the dust opacity may be
quite different than found in Galactic regions, though we have no precise observa-
tional constraints on how much k4 can vary in these environments. Often times, a
dust-to-gas ratio (DGR) is assumed to convert the dust opacity to the opacity in
the gas, and the standard Solar Neighborhood value is DGR = 0.01. Finally, the
light-to-mass ratio (¥) depends on the assumed IMF, where a top-heavy IMF will
have a larger value of W. Top-heavy IMFs have been claimed in massive clusters
with U ~ 2000 Lg Mél (e.g., Turner et al., 2017; Schneider et al., 2018) compared
to either a Kroupa (2001) or Chabrier (2003) IMF which have ¥ = 883 Lo, M_' and
¥ = 1100 Ly, M3 respectively. Models also find that the IMFs of globular cluster
progenitors — thought to be SSCs — are more top-heavy with increasing density
and decreasing metallicity (Marks et al., 2012). For clusters with the stellar masses
and densities of those in NGC 253 (Leroy et al., 2018), we would expect a typical
high-mass IMF slope. Towards constraining the nature of the IMF in these clusters,
Mills et al. (2021) measure the fraction of ionized helium towards these SSCs using
H and He radio recombination lines at 5 pc resolution. This ratio is expected to be
somewhat dependent on the IMF, as a top-heavy IMF will result in more massive
stars capable of ionizing He. Mills et al. (2021) measure mass-weighted He™ frac-
tions which are consistent with He™ fractions found in HII regions in the center of
the Milky Way (e.g., Mezger & Smith, 1976; de Pree et al., 1996; Lang et al., 1997)
which is not thought to have a globally top-heavy IMF (e.g., Lockmann et al., 2010)

though there are individual clusters which do seem to favor a top-heavy IMF (e.g.,
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Lu et al., 2013). While the measured He* fractions do not completely rule out the
possibility of a top-heavy IMF (it is unclear precisely how much the He™ fraction
changes with the IMF), it is unlikely that the IMF in these clusters is extremely
top-heavy.

Below we describe two approaches taken by simulations in determining the
efficiency of dust-reprocessed radiation pressure in driving outflows, and discuss
how adjustments to the s fiducial assumptions on x4, DGR, and ¥ may help explain
the outflows observed in SSCs 4a, 5a, and 14.

Numerical simulations of dust-reprocessed radiation pressure by Skinner &
Ostriker (2015) assume that the dust opacity (kg) is constant with temperature

(and hence distance from the UV source). Skinner & Ostriker (2015) find:

DGR Kd v
o 4.4

where we have explicitly included the dependence on the dust-to-gas ratio (DGR).

For the fiducial values of DGR and V¥, Skinner & Ostriker (2015) find fgqq > 1
only for kg > 0.15 cm? g~!, which is unphysically large for Solar Neighborhood-
like dust properties (typically 0.03 cm? g'; Semenov et al. 2003). If, however, the
dust is different in these environments than in the Solar Neighborhood, k4 could
be larger, though we have no observational constraints to evaluate this. Assuming
Solar Neighborhood-like dust and a Kroupa (2001) IMF, we can achieve fgqq > 1
if DGR > 0.05. Although the center of NGC 253 is known to have a super-solar

metallicity (Z = 2.2Z; Davis et al. 2013) and the clusters may be even more dust-
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rich (Turner et al., 2015; Consiglio et al., 2016), a DGR > 0.05 seems quite high.
Turning instead to the possibility of a top-heavy IMF, Equation 4.4 yields fgqq > 1
for ¥ > 4300 Lg M51 (for Solar Neighborhood-like values of k; and DGR,), which
is much more top-heavy than has been found in other SSCs (e.g., Turner et al.,
2017). Given that Mills et al. (2021) do not find strong evidence for an increased
He™ fraction in these clusters, a very top-heavy IMF is unlikely. Finally, Skinner &
Ostriker (2015) note that for clustered sources of UV photons — almost certainly
the case in the SSCs in NGC 253 — there can be appreciable cancellation of the
radiation pressure terms from each source, so that the net momentum to drive a
cluster-scale outflow will be lower, independent of increases in the DGR, kg4, or
V. Therefore, while there may be some combination of increased k4, DGR, and ¥
that enables dust-reprocessed radiation pressure to efficiently drive outflows in these
clusters, it is unclear how much internal cancellation will affect the net momentum.

Crocker et al. (2018a) take a slightly different approach to study the efficiency
of dust-reprocessed radiation pressure. s Modeling of the Rosseland mean opacity by
Semenov et al. (2003) found kg o< T? for T' < 100 K. Crocker et al. (2018a) convert
this temperature dependence into a radial dependence from the central source of UV
photons, introducing a gradient in k4. This has the effect of boosting the effective
dust opacity for clusters that are very dense, allowing for outflows to be driven more

easily compared to Skinner & Ostriker (2015). Secondly, this allows Crocker et al.
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(2018a) to express their frqq in terms of a critical surface density:

S = (1.3 x 10° Mg pe™?) x

Ka ! v ' /DGR\ !
0.03 cm? g1 1100 Lo Mg~ 0.01

where we have again explicitly shown the dependence on the DGR. The dashed

pink boundary in Figure 4.11 assumes the fiducial values of kg4, ¥, and DGR. While
SSC 14 lies on this boundary, SSCs 4a and 5a fall above it, suggesting that dust-
reprocessed radiation-pressure is not sufficient for driving outflows in these clusters.

Note, however, that there are considerable uncertainties in this picture. The
cluster stellar masses may be underestimated if appreciable ionizing photons are
absorbed by dust or if the stellar population is evolved beyond the ZAMS. Therefore,
they may be closer to the region where dust-reprocessed radiation pressure is efficient
than shown in Figure 4.11. Moreover, we do not fully understand the properties of
dust in these conditions. As discussed above, the DGR in their surrounding gas
may be = 0.022 given the observed super-solar metallicity in the center of NGC 253
(Davis et al., 2013) and the high density conditions in the starburst molecular gas,
which may favor dust formation. Assuming DGR = 0.022 in Equation 4.5, moves
the ¥, ;g boundary up to encompass SSCs 4a and 5a. This difference compared
to the results of Skinner & Ostriker (2015) comes from the assumed temperature
dependence in kg4, which provides a boosted dust opacity for very compact sources.
This itself is very uncertain, since the dust models are designed for proto-planetary

disks, and the growth of k4 with 7" saturates at 7' ~ 100 K (see Semenov et al.,
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2003). Considering changes to the IMF using the fiducial value of k; and the DGR
would require ¥ 2> 3000 Lg M(gl to explain SSCs 4a and ba, or 1.5x more top-heavy
than the IMF in NGC 5253 (Turner et al., 2017). Even with the boost in k4, there
would still be cancellations in the radiation pressure due to clustered UV sources,
although these cancellations may not be as severe as in the constant k4 case.
Therefore, it is possible that dust-reprocessed (indirect) radiation pressure
could drive the outflows observed in SSCs 4a, 5a, and 14, though this hinges critically
on the behavior of the dust opacity (kq) for which there are no observational con-
straints in these extreme environments. A likely elevated dust-to-gas ratio (DGR)
in these sources helps, but cancellations from clustered UV sources hinders the effi-
ciency with which dust-reprocessed radiation pressure can drive outflows. Therefore,
whether dust-reprocessed radiation plays a dominant role in powering the outflows

observed from SSCs 4a, ba, and 14 is an open question.

4.4.2.5 Winds from High Mass Stars

Given the stellar masses of these clusters (M, = 10°97%° M), we would expect
21000 — 3000 O stars in each cluster, assuming a Kroupa (2001) IMF. It has been
suggested that outflows from young, massive SSCs in the Antennae are driven by a
combination of O and Wolf Rayet (WR) stellar winds (Gilbert & Graham, 2007),
although other possible mechanisms are not evaluated. The combined power of the
winds from these massive stars could, therefore, play an important role in powering

the outflows from the clusters in NGC 253.
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It has been suggested that winds from WR stars significantly impact how a
cluster clears its natal gas, as they impart ~ 10x the energy of O-star winds over
a shorter period of time (e.g., Sokal et al., 2016). The mass-loss rates of WR stars
are metallicity dependent, with higher mass loss rates at higher metallicity for both
carbon- and nitrogen-rich WR stars (Vink & de Koter, 2005). Because WR stars
are evolved O-stars, it is thought that they should not contribute much towards the
cluster feedback until after ~ 3 — 4 Myr, when other processes such as supernovae
are becoming important and when much of the natal gas has already been dispersed.
In an observational study of massive embedded clusters, however, Sokal et al. (2016)
find that WR winds are important even at earlier stages, though the clusters they
study all have ages >1 Myr. Moreover, they find that clusters without WR stars
tend to stay embedded longer than those with WR stars, indicating that WR winds
may accelerate the gas-clearing stage.

It is unclear, however, whether the clusters in NGC 253 harbor WR stars yet,
given their very young ages (tzams—age ~ 0.1 Myr). There is evidence of a WR
population towards SSC 5 — perhaps the most evolved cluster — but higher spatial
and spectral resolution observations are needed to confirm this (Kornei & McCrady,
2009; Davidge, 2016). There is a known WR X-ray binary in NGC 253, but it is
outside of the nuclear region studied here by ~ 250 pc in projection (Maccarone
et al., 2014). Given the young ages of these clusters, it is unlikely that there are
many, if any, WR stars present in these clusters, especially SSCs 4a and 14. Once a
portion of the O star population evolves into WR stars, however, their winds could

potentially strongly contribute to driving outflows.
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Simulations of stellar wind feedback on the clearing of a cluster’s natal gas
have mixed conclusions. Some simulations show that stellar winds are important
at early times in a cluster’s life, especially for clearing the natal dense gas before
supernovae start occurring at around 3 Myr (e.g., Agertz et al., 2013; Geen et al.,
2015, 2020, 2021). s Given that the clusters in NGC 253 are substantially younger
than this (tzams—age” 0.1 Myr), stellar winds may play a prominent role in driving
the outflows we observe from these SSCs. Other simulations, however, find that
stellar winds are most effective after 3 Myr (Calura et al., 2015). There are also
simulations that find that stellar winds (and photoionization) alone cannot expel
the natal gas for massive (> 5 x 10* M) clusters at any time point unless they form
with a SFE = M, /(Mgas + M,) > 1/3 (Dinnbier & Walch, 2020).

In the absence of gas cooling, stellar winds can impart momentum into the
surrounding material typically p,/M, ~ 50 — 65 kms™! (Weaver et al., 1977), as-
suming a wind luminosity of 103 erg s™! (Starburst99; Leitherer et al., 1999), the
ages of these clusters to be &~ 10° yrs (Rico-Villas et al., 2020), and ny = 10°
cm™3. These estimates are on the high side of our observed range of p,/M, ~
5—126, 1 —3, and 5 — 40 kms™! for SSCs 4a, 5a, and 14 respectively (Table 4.2),
and are fairly insensitive to the assumed average gas density (an order of magnitude
in ny results in a factor of &~ 1.5 change in the expected momentum).

If the gas can cool, however, the momentum imparted will be substantially
lower, and this is especially relevant in the large ambient densities found near these
SSCs (e.g., Silich et al., 2004; Palous et al., 2014; Wiinsch et al., 2017; Lochhaas &

Thompson, 2017; El-Badry et al., 2019; Gray et al., 2019; Lancaster et al., 2021a,b).
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An outflow stalled by cooling has been claimed in a SSC in NGC5253 (Cohen
et al., 2018). Nonetheless, recent simulations by Lancaster et al. (2021a,b) find
that although cooling is important for the gas densities in the central starburst
of NGC253, the momentum imparted with significant cooling still provides a
modest enhancement over a momentum-conserving wind. The computed enhance-
ment factor (a,) is sufficient to power outflows even with efficient cooling (with
a, ~ 1 —4 assuming a normal IMF and solar metallicity). For the typical ages of
these SSCs (~ 0.1 Myr), Lancaster et al. (2021a,b) predict a momentum injection
of p;/M, ~ 0.8 kms™!, lower than momenta measured for SSCs 4a, 5a, and 14 of
pr/M, & 5—126, 1 —3, and 5 — 40 kms™! (Table 4.2). Given the predicted shell
velocity from Lancaster et al. (2021a,b), we can estimate the value of a, implied

by the observed outflows:

vmax—abs ? MH2 out I'ssc -
pu— 2 . 4-
“ (2.0 km s—l) ( M., 1 pc (4.6)

For the measured outflow properties of SSCs 4a, 5a, and 14, this suggests «, ~

9 —227, 4—10, and 34 — 272 respectively (using the parameters in Tables 4.1 and
4.2) compared to a, ~ 1 — 4 from the simulations. For all SSCs, our values of
M. may be underestimated (Section 4.2.6), reducing the values of o, inferred from
Equation 4.6. A top-heavy IMF could provide up to a factor of 4 enhancement in
the strength of the wind (Lancaster et al., 2021a,b). As described in the Section
4.4.2.4, we do not expect the IMF in these clusters to be particularly top-heavy (e.g.,

Marks et al., 2012; Mills et al., 2021), although this possibility cannot be ruled out
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entirely. The wind strength can also be enhanced if the metallicity is super-solar, as
is likely the case for these clusters (Davis et al., 2013; Turner et al., 2015; Consiglio
et al., 2016).

Given the uncertainties in our measured masses, the IMF, and the metallicity,
it is possible that the outflow in 5a is powered by stellar winds. Given the concerns
about saturation in SSC 4a, the outflowing mass may be overestimated and so our
inferred o, from Equation 4.6 may also be overestimated, meaning that the outflow
from SSC 4a may also be driven (at least in part) by stellar winds. The outflow
from SSC 14, on the other hand, is unlikely to be solely by stellar winds.

Therefore, O star winds are unlikely to be driving the outflow observed towards
SSC 14 in NGC 253, although it is possible they play a role in driving the current
outflows in SSCs 4a and 5a, especially if the current stellar masses of these clusters
are underestimated and if the metallicities are super-solar. The O star populations
in these clusters are likely too young to host many WR stars, except perhaps in the
case of SSC bHa, so the effect of WR star winds is likely negligible at this stage in

the SSCs evolution.

4.4.2.6 Summary: What Mechanisms Power the Outflows?

To summarize the above exploration of possible feedback mechanisms, we find
that the outflows from SSCs 4a, 5a, and 14 are difficult to explain, though they are
likely powered by a combination of dust-reprocessed radiation pressure and stellar

winds. All three clusters are too young for supernovae to have exploded and too
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dense for photoionization or UV (direct) radiation pressure to be efficient. Whether
dust-reprocessed radiation pressure is efficient depends on the properties of the dust
opacity (kq), for which there are virtually no constraints in extreme environments
like these SSCs, and likely requires some combination of a higher dust opacity,
an increased dust-to-gas-ratio, and a top-heavy IMF, all of which are currently
poorly constrained in these clusters. Moreover, clustered UV sources within the
SSCs can have the effect of cancelling out the radiation pressure terms from other
sources (Skinner & Ostriker, 2015), reducing the net momentum to drive a cluster-
scale outflow. In the case of stellar winds, cooling is expected to be important
for these clusters. Although recent simulations find that even in the presence of
strong cooling O star stellar winds may be sufficient to power outflows (Lancaster
et al., 2021a,b), we find that the expected momentum is insufficient to explain
the observed properties of the outflows in SSC 14 and possibly in SSC 4a. For
SSC 14, the outflows are likely dominated by dust-reprocessed radiation pressure,
whereas the outflow in SSC 5a may be dominated by stellar winds. For SSC 4a,
the deep absorption renders the outflowing mass estimate especially uncertain and
likely overestimated, so we can only say that the outflow in that cluster is likely
a combination of dust-reprocessed radiation pressure and stellar winds. Therefore,

the precise mechanism(s) powering these outflows remains uncertain.
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Figure 4.12: (Left) The HST Pa-a image. The blue contours show the ALMA
HCN 4 — 3 peak intensity at 2, 5, and 10x the rms of the peak intensity image.
The red circles show the NIR clusters identified by Watson et al. (1996), where the
size of the circle reflects their 0.3” positional uncertainty. Only one of the primary
clusters (SSC 5a) corresponds to the previously identified NIR clusters. (Right) The
HST Pa-a image centered on SSC ba (white plus sign) over the 3”x3” black square
from the left panel. There is an asymmetry in the Pa-a emission, which Kornei
& McCrady (2009) posit may be due to an outflow. The contours show the HCN
4 — 3 emission in selected the velocity channels relative to the systemic velocity of
SSC 5a (Table 4.2) showing a shell-like structure with a velocity gradient across the
shell. The contours are drawn at 3x the rms of the HCN 4 — 3 cube. The location
of SSC 4a is also marked for context (black cross). The asymmetry in the Pa-«
emission does not align with the HCN 4 — 3 shell. This shell of HCN 4 — 3 may be
the signature of an earlier (stronger) outflow phase from SSC 5a.
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4.4.3 SSC ba and HST NIR Clusters

Several clusters and one SSC have been previously identified in the center of
NGC 253 based on HST near-infrared (NIR) images (Watson et al., 1996; Kornei &
McCrady, 2009), with the NIR-detected SSC corresponding to SSC 5 (Leroy et al.,
2018). To be able to see the NIR emission, the cluster must have dispersed much of
its natal gas and dust or it aligns with a serendipitous hole in the extinction screen.
If the presence of NIR emission at this cluster location is from gas clearing, this
implies that the cluster must be older than the other, highly extincted clusters. As
shown in Figure 4.6, we see evidence for a weak outflow in the dense gas tracers
from this cluster, which may be the tail-end of this gas dispersal process from the
timescale arguments in Section 4.4.1. The measured mass outflow rate and mo-
mentum injection are also lower than for SSCs 4a and 14. It is important to note,
however, that SSC 5a still has a high overall gas fraction (Mg, tot/M,) of 0.8, though
it is not as high as SSCs 4a and 14 (1.3 and 1.6, respectively).

Further support for this picture comes from the discovery of a shell near SSC
5a in HCN 4 — 3 as shown in Figure 4.12. This feature is too faint to be seen in CS
7 — 6 or H3CN 4 — 3 at this resolution. The shell is visible from ~ 35 — 70 kms~!
relative to the cluster systemic velocity (Table 4.1) and has a projected radius of ~ 6
pc, though it is not perfectly centered on SSC 5a. Using these projected velocities,
this implies an age of ~ 8 — 16 x 10* years. At its largest extent, the shell reaches
the location of SSC 4a (in projection) which also has a dense gas outflow. This

shell-like structure is not seen around any other SSCs.
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Kornei & McCrady (2009) note that the Pa-a emission around SSC b5a is
asymmetric (Figure 4.12) and could be indicative of an outflow. We investigate
how this asymmetric geometry corresponds to the observed shell in HCN 4 — 3.
There are systematic offsets between the location of SSC ba in the ALMA data,
the NIR clusters identified in the HST NICMOS data by Watson et al. (1996), and
the F187N and F190N HST NICMOS data used by Kornei & McCrady (2009).
Leroy et al. (2018) corrected the positions of the Watson et al. (1996) NIR clusters
by Aa, Ad = +0.32", —0.5", so that the NIR cluster corresponding to SSC b5a
has o, § = 00"47™32.985%, —25°17™19.76° (J2000). The positions of the F187N
and F190N mosaics¥ were corrected by matching the locations of the NIR clusters
identified by Watson et al. (1996). A linear shift of A, A§ = +1.48", —0.85" brings
the HST images into agreement with the NIR clusters and the ALMA datasets.
Figure 4.12 shows the Pa-a (F187N-F190N) image around SSC 5a with the HCN
4 — 3 contours overlaid. The expanding HCN 4 — 3 shell is not particularly aligned
with the asymmetry seen in the Pa-a emission, though it does seem to align with
the north-western edge.

It is therefore possible that this shell is a previous (stronger) version of the
outflow detected spectrally in this work. The shell age of ~ 10° years is in good
agreement with the minimum ZAMS age and the end of the period of active gas
accretion (Section 4.4.1). It is unlikely that the outflow is due to a supernova

explosion both because synchrotron emission is a negligible component of SSC 5’s

IThese calibrated and reduced HST NICMOS (NIC2) images were downloaded from the Mikul-
ski Archive for Space Telescopes (MAST) database from M. Rieke’s August 1998 program with
exposure times of ~384 s. The mosaic tiles were stitched together using the reproject package
in Astropy.
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spectral energy distribution (Mills et al., 2021) and because the current momentum

injection is well below what is expected from supernovae (e.g. Kim & Ostriker, 2015;

Kim et al., 2017a).

4.5 Summary

The central starburst in NGC 253 harbors over a dozen massive (M, 2 10° M)
and extremely young SSCs which are still very rich in gas and likely in the process of
formation (Leroy et al., 2018; Mills et al., 2021). Using high resolution (6 ~ 0.028",
equivalent to 0.48 pc) data from ALMA we study the 350 GHz (0.85 mm) spectra of
these objects. We summarize our main results below, indicating the relevant figures

and /or tables.

1. We observe P-Cygni line profiles — indicative of outflowing gas — in three
super star clusters in the center of NGC 253, sources 4a, ba, and 14 (c.f.,
Table 4.1). These line profiles can be seen in the full-band spectra in many
lines (Figure 4.3), and particularly cleanly in the CS 7 — 6 and H'*CN 4 — 3
lines which are the focus of this analysis (Figures 4.1 and 4.6). Among these
clusters, Ha is notable for being the only one of the massive clusters that is
observable in the near IR (Figure 4.12), suggesting it has cleared much of its

surrounding gas.

2. By fitting the absorption line profiles (Figure 4.6), we measure outflow veloci-
ties, column densities, masses, and mass outflow rates (Table 4.2). The outflow

crossing times — a lower limit on the outflow age — are short (~ few x 10*
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yr), suggesting we are witnessing a short-lived phase. The outflowing mass in

these objects is a non-negligible fraction of the total gas or stellar mass.

. To place limits on the opening angles and line of sight orientations of the out-
flows we construct a simple radiative transfer model aiming at reproducing the
observed P-Cygni profiles in CS 7—6 and H*CN 4—3 (Figures 4.7 and 4.8). By
varying the input temperatures, densities, velocities, and velocity dispersion
of each component as well as the opening angle and orientation of the outflow
component, we find that very wide opening angle models best reproduce the
observed P-Cygni profiles (Figure 4.6). While we cannot precisely determine
the opening angle for each cluster, the outflows must be almost spherical, al-
though somewhat smaller opening angles are acceptable if the outflows are
pointed almost perfectly along the line of sight (Figure 4.9). This modeling
also provides measurements of the outflow velocity, column density, masses,
and mass outflow rates (Table 4.3). In general, these two sets of measurements

agree, given the large uncertainties (Figure 4.10).

. We compare measurements of the ZAMS age (Rico-Villas et al., 2020) to the
gas free-fall time (Leroy et al., 2018), outflow crossing time, gas removal time
implied by the mass outflow rate, and the gas depletion time (Table 4.4).
These estimates are consistent with the SSCs still being in a period of ac-
tive gas collapse, though SSC 5a could be past this phase. The gas removal
timescale (assuming a constant mass outflow rate) is about an order of magni-

tude smaller than the gas depletion time due to star formation, showing that
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the outflows will have a substantial effect on the star formation efficiency of
these SSCs.  Reaccretion of gas that was expelled by the outflows is per-
haps a likely scenario, which complicates the interpretation of the clusters’

evolutionary sequences.

. Given our measured velocities, masses, radii, surface densities, and momentum
per unit stellar mass, we investigate the mechanisms responsible for driving the
observed outflows. Possibilities are supernovae, photoionization, UV (direct)
radiation pressure, dust-reprocessed (indirect) radiation pressure, and O star
stellar winds. While none of these mechanisms completely explains the obser-
vations, the two explanations that are potentially in play are dust-reprocessed
radiation pressure and stellar winds. It is possible that the outflows are pow-
ered by a combination of both mechanisms, with the feedback in SSC 14
dominated by dust-reprocessed radiation pressure and the feedback in SSC 5a

dominated by stellar winds (Figure 4.11, Section 4.4.2).

. We report the discovery of an expanding shell (seen in HCN 4 — 3) around
SSC 5a with r ~ 6 pc (Figure 4.12). As mentioned above, SSC b5a is the
only cluster visible in the near IR, which coupled with it having only a lower
limits on the ZAMS age suggests that SSC ba is the most evolved cluster.
SSC 5a also has the weakest P-Cygni profile among the three detected and
the smallest current mass outflow rate. Given its velocity and size, the shell is
~ 10° yrs old, in good agreement with the minimum ZAMS age of the cluster

and estimates of the end of the period of active gas collapse (Table 4.4). It
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is thus likely that the expanding shell is a remnant from the earlier stages
of the gas clearing phase when the outflow was stronger. It is unlikely that
this shell was created by a past supernova explosion as synchrotron emission
is a negligible component of this cluster’s spectral energy distribution on 5 pc

scales (Mills et al., 2021).

While the SSCs in the heart of NGC 253 constitute a very young population
of clusters, there is evidence for differing evolutionary stages among them. A major
step towards better characterizing these clusters is better measurements of their
stellar masses. Current stellar mass estimates use the 36 GHz continuum emission
— assuming that it is all due to free-free emission — to calculate the ionizing
photon rate and hence the stellar mass (Leroy et al., 2018). Due to the enormous
extinctions towards these clusters, it is not feasible to use traditional optical and
near IR recombination lines as tracers of the ionized gas. High resolution hydrogen
radio recombination lines (RRLs) offer direct probes of the ionizing photon rate
and hence the stellar mass, and are uninhibited by dust extinction (Emig et al.
2020 in NGC4945, Mills et al. 2021 in NGC253). In the near future, James Webb
Space Telescope observations may allow us to independently establish stellar masses,
radiation fields, and ages by accessing mid IR spectral line indicators. This will be
discussed further in Chapter 6. In the next decade, the combination of sensitivity
and exquisite resolution of the Next Generation Very Large Array (ngVLA) may
make studies at this high resolution possible for galaxies out to the Virgo cluster

and beyond.
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Chapter 5:  The Morpho-Kinematic Architecture of Super Star Clus-

ters in the Center of NGC 253

5.1 Introduction

Nuclear starburst regions in galaxies are thought to be triggered by inflows of
cold gas to their centers. These gas inflows can be fueled by a strong bar or by a
merger or tidal interaction. In the case of a barred system, the bar efficiently funnels
gas toward to center and gas may collect in the locations of resonances or families of
orbits forming a nuclear ring (e.g., Contopoulos & Mertzanides, 1977; Contopoulos
& Grosbol, 1989; Binney et al., 1991; Athanassoula, 1992a,b; Buta & Combes, 1996;
Knapen, 1999; Pérez-Ramirez et al., 2000; Regan & Teuben, 2003; Kormendy &
Kennicutt, 2004). The inflowing gas may not, however, collect in these resonances,
instead flowing deeper into the center forming a spiral or disk-like arrangement (e.g.,
Shlosman et al., 1989, 1990). These collections of gas undergo shocks, causing them
to collapse and form stars more efficiently than elsewhere in the disk, for example,
leading to a nuclear starburst.

In the case of the nearby galaxy NGC 253, a strong bar fuels the nuclear

starburst (e.g., Sorai et al., 2000; Paglione et al., 2004). As a result of the inflowing
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gas along the bar, the central kiloparsec of the galaxy is forming stars at a rate of
~ 2 Mg yr! (e.g., Bendo et al., 2015; Leroy et al., 2015). The nuclear region hosts a
number of massive, dense molecular clouds (e.g., Sakamoto et al., 2011; Leroy et al.,
2015), radio continuum sources (likely HII regions and supernova remnants; Turner
& Ho, 1985; Watson et al., 1996; Ulvestad & Antonucci, 1997; Kornei & McCrady,
2009), and masers (e.g., Gorski et al., 2017, 2019). The overwhelming majority
(~ 100%) of the star formation in the nuclear starburst is concentrated in massive
forming super star clusters (SSCs; Ando et al. 2017; Leroy et al. 2018; Mills et al.
2021). The SSCs have stellar masses ~ 10%°750 M, and gas masses ~ 1035757 M
(Leroy et al., 2018; Mills et al., 2021). At the resolution of these studies, however,
multiple SSCs are blended together, as revealed by very high (0.5 pc) resolution data
of this regions which is able to resolve > 2 dozen compact clumps of dust emission
(Levy et al., 2021). Determining the stellar masses of these individual, resolved
SSCs will give a better estimate of their stellar masses and allow us to study the
cluster mass function (CMF).

From high resolution images of the SSCs taken using the Atacama Large Mil-
limeter /submillimeter Array (ALMA), the SSCs are arranged in a thin, linear struc-
ture (Ando et al., 2017; Leroy et al., 2018; Levy et al., 2021; Mills et al., 2021). The
position angle (PA) of this structure is similar to that of the galactic disk and differs
from the major axis of the bar (e.g., Sorai et al., 2000). Dust and molecular gas
observations reveal that the SSCs are embedded with a background and connected
by streams of material (e.g., Leroy et al., 2018; Levy et al., 2021; Mills et al., 2021).
This thin structure is ~ 200 pc in length and resembles a scaled-up version of the
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Milky Way (MW) Central Molecular Zone (CMZ; Sakamoto et al., 2011).

How is this thin, nearly linear structure containing the SSCs connected to the
bar, which presumably supplies it with its molecular fuel? Is this structure an edge-
on nuclear ring resulting from the bar resonances? A promising hint in this direction
is that the location of the inner inner Lindblad resonance (IILR) — where gas is
expected to concentrate — is located at a radius of ~ 240 pc from the center (Sorai
et al., 2000), of the same order as the SSC structure. While Paglione et al. (2004)
find weaker evidence of an ILR than Sorai et al. (2000), they do find that the dense
molecular gas in the center is consistent with the locations of x5 orbits (see e.g.,
their Figure 11). The x5 orbits are expected to lie between the outer ILR (OILR)
and IILR and are oriented perpendicular to the bar major axis (e.g., Contopoulos
& Grosbol, 1989; Buta & Combes, 1996).

Given the nearly edge-on inclination of NGC 253 and the SSC structure, infer-
ring a connection with the bar and constraining the geometry of the SSC structure
from the 2D morphology alone is nearly impossible. In this study, we will use
new, combined resolution images of the dust continuum emission in the center of
NGC 253 covering a wide range of spatial scales, allowing us to simultaneously re-
solve the compact SSCs and the more diffuse extended emission. We will combine
the information with the systemic velocities of the clusters measured from very
high resolution spectral line data (Levy et al., 2021, Chapter 4). This velocity in-
formation adds a third dimension to the data, allowing us to better constrain the
morpho-kinematic architecture of the SSCs and their connection to the larger scale

gas flows in this galaxy.
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This chapter is organized as follows. We describe the observations and data
processing steps in Section 5.2. This includes how the data were imaged (Sec-
tion 5.2.1), the identification of dust emission associated with the southwest (SW)
streamer of the molecular outflow (Section 5.2.2), and the identification of the clus-
ters in the continuum (Section 5.2.3). The methods used to measure the cluster sizes
and properties are described in Section 5.3. We discuss the CMF in Section 5.4. In
Section 5.5, we qualitatively compare the arrangement and kinematic structure of

the clusters to a ring and crossing streams. We summarize our findings in Section

5.6.

5.2 Observations and Data Processing

Data for this project were taken with ALMA as part of projects 2015.1.00274.S
and 2017.1.00433.S (P.I. A. Bolatto). We observed the central 16.64” (280 pc) of
NGC253 at Band 7 (v ~ 350GHz, A ~ 0.85 pm) using the main 12-m array
in the C43-4, C43-6, and C43-9 configurations and the 7-m (ACA) array. These
configurations resulted in baselines spanning from 8.85 m — 13.9 km and hence a
maximum recoverable scale of 12.4” 210 pc). The spectral setup spans frequency
ranges of 342.08 — 345.78 GHz in the lower sideband and 353.95 —357.66 GHz in the
upper sideband. The visibilities were pipeline calibrated (L. Davis et al. in prep.)
using the Common Astronomy Software Application (CASA; McMullin et al. 2007).
More information on these observations has been published previously (Leroy et al.,

2018; Krieger et al., 2019, 2020b; Levy et al., 2021, Chapter 4).
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To extract the 350 GHz continuum data, we flagged channels that may contain
strong lines in the band, assuming a systemic velocity of 243 kms™! (Koribalski et al.,
2004). Lines included in the flagging are 12CO 3 — 2, HCN 4 — 3, HI3CN 4 — 3, CS
7 —6, HCO' 4 — 3, and ?SiO 8 — 7, and channels within +200 kms~! of the rest

frequencies of these lines were flagged.

5.2.1 Imaging the Multi-Configuration Data Sets

In this work, we make two different combinations of the multi-configuration
data sets. First, we combine the ACA data and three 12-m configurations together
to make what we will refer to as the "12m+ACA map." The objective of this map is
to recover the most extended dust continuum emission in the nuclear region. We also
make a second multi-configuration data set using only the three 12-m configurations,
which we will refer to the "12m map." The objective of this data set is to recover the
dust emission associated with the clusters. The calibrated visibilities were combined
for imaging using the concat task in CASA. We spectrally averaged the combined
measurement set to have 10 channels per sideband, so that each channel covers
~ 40 MHz.

Since the 12m+ACA and 12m maps have different objectives, we used different
deconvolution strategies to produce the final images, which we describe below. All

of the visibilities were imaged using the CASA version 5.4.1 tclean task.
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5.2.1.1 Imaging the 12m-+ACA Data

We imaged the central 48" x48"” of the line-flagged, channel averaged, com-
bined 12m+ACA visibilities interactively using tclean. Since we are interested in
the more extended dust continuum emission, we choose a coarser cell (pixel) size of
0.04” than was used to image the high resolution continuum in Chapter 4. In all
iterations, we used specmode=‘mfs’, deconvolver=‘multiscale’, Briggs weight-
ing with robust=0.5, and no primary beam correction. The baseline was fit with
a linear function (nterms=2) to account for any change in slope over the bandpass.
The "dirty" image (niter=0) is shown in Figure 5.1 (top) for the inner 20”x20".
The dirty map had a FWHM Gaussian beam size of 0.110”x0.095”. This image is
convolved to a circular 0.15” beam, to match the resolution of the cleaned, tapered
image described below.

Before cleaning the extended emission, it was necessary to carefully clean the
point source-like clusters, otherwise the algorithm had a tendency to over-subtract
these regions leaving deep negative bowls. We cleaned the emission from the clusters
using scales=[0] and interactively controlling the threshold and number of itera-
tions to avoid over-cleaning. We cleaned the point sources until they were no longer
point-like in the residual map and so that the extended residual emission near the
point sources was similar to the larger scale emission in the map.

Due to the range of spatial scales covered by these combined data sets, the
algorithm tends to favor small scales, making cleaning the extended emission time

consuming. Since, for the 12m+ACA map, we are interested in the larger scale more
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Figure 5.1: The 350 GHz 12m+ACA dust continuum emission in the central 20”
(340 pc) of NGC 253, made by combining three 12-m configurations and one 7-m
(ACA) configuration. The top image shows the dirty map and the bottom shows
the cleaned map as described in Section 5.2.1.1. The SW streamer seen in CO 3 — 2
by Krieger et al. (2019) is shown in the inset in the top panel. The gray ellipses
show the region used to estimate the gas mass in the SW streamer based on these
dust measurements (see Section 5.2.2).
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diffuse emission, we used a uv-taper of 0.2”, scales=[0,8,16], smallscalebias=0
which gives equal weight to all scales to more efficiently clean the map. We used a
circular 0.15” restoring beam. To avoid over-cleaning, we reduced the gain of each
major cycle to 0.05 and interactively lowered the threshold. We interactively cleaned
the map until the residuals stopped changing. The final cleaned 12m+ACA map is
shown in Figure 5.1 (bottom), which has an rms in regions away from emission of

0.7 mJy beam™! (0.3 K).

5.2.1.2 Imaging the 12m Data

We imaged the central 48”x 48" of the line-flagged, channel averaged, combined
12m visibilities interactively using tclean. Since we are interested in the dust
continuum emission associated with the clusters, we use a different imaging strategy
from the one described above. We use a cell (pixel) size of 0.0046”, the same as
was used for the high resolution continuum map (Section 4.2.1) which is shown
for comparison in Figure 5.2 (top). In all iterations, we used specmode=‘mfs’,
deconvolver=‘multiscale’, Briggs weighting with robust=0.5, and no primary
beam correction. The baseline was fit with a linear function (nterms=2) to account
for any change in slope over the bandpass.

As with the 12m+ACA map, before cleaning the extended emission, it was
necessary to carefully clean the point source-like clusters, otherwise the algorithm
had a tendency to over-subtract these regions leaving deep negative bowls. We

cleaned the emission from the clusters using scales=[0] and interactively control-
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Figure 5.2: (Top) The 350 GHz dust continuum image in the central 10” of NGC 253
using only the highest resolution (0.028”) data from Levy et al. (2021, Chapter 4).
(Bottom) The dust continuum image made combining the three 12-m configurations,
which has a final resolution of 0.047”. The cleaning has been optimized for the
cluster-scales, as described in Section 5.2.1.2.
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ling the threshold and number of iterations to avoid over-cleaning. We cleaned the
point sources until they were no longer point-like and so that the emission in those
regions was similar to the larger scale emission in the map.

Once the point sources were removed, we carefully cleaned the more ex-
tended emission, starting from large scales and moving to smaller ones. For each
iteration, we used smallscalebias=0 and no uv-taper. We first started with
scales=[16,32,64] (corresponding to ~0.07”, 0.15”, and 0.30”). We interactively
cleaned these scales until the maximum residual and cleaned flux no longer changed
significantly. We then added scales=[8] (x0.04") to the existing scales and contin-
ued to clean interactively as before. After this scale was cleaned, the overall residuals
resembled noise. The map had a FWHM Gaussian beam size of 0.045”x0.041”. We
convolved the image to a circular 0.0475"” beam. The final cleaned 12m map is

shown in Figure 5.2 (bottom), which has an rms in regions away from emission of

0.2 mJy beam™! (0.8 K).

5.2.2 SW Streamer Seen in Dust Continuum Emission

In Figure 5.1, we detect the SW streamer in 350 GHz dust continuum emission
for the first time. We compare the location to the CO 3—2 from Krieger et al. (2019).
We integrate their CO 3 — 2 cube from 185 — 285 kms™! where the SW streamer
is visible, and we show this integrated intensity map in the upper right corner of
the top panel of Figure 5.1. We highlight the SW streamer in the dust continuum

data in the gray ellipses in Figure 5.1 and show its corresponding location in the
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CO 3 — 2 inset map. The dust continuum emission appears to correspond to holes
in the CO emission in the SW streamer.

We estimate the flux of dust emission in the SW streamer using the 12m-+ACA
maps within the ellipse shown in Figure 5.1 (bottom). The flux in this region is
~ 440 £+ 20 mJy. We convert this flux to an estimated gas mass, assuming a gas-
to-dust ratio of 100 and a dust temperature of 130 K, following Leroy et al. (2018).
This conversion yields a gas mass in the SW streamer based on the dust continuum
emission of ~ 10%° My,. Walter et al. (2017) find a minimum mass of the SW
streamer of ~ 10° M. Therefore, this dust-based estimate of the molecular gas
mass in the SW streamer is consistent with other measurements (see also Bolatto

et al., 2013a; Zschaechner et al., 2018; Krieger et al., 2019).

5.2.3 Identifying the Continuum Sources

From the high resolution continuum data, many of the candidate SSCs identi-
fied by Leroy et al. (2018) break apart into smaller structures (Figure 5.2 top; Levy
et al. 2021). We find more than three dozen dust clumps by-eye. The SSCs identified
by Leroy et al. (2018) remain the largest and brightest structures. We, therefore,
follow the SSC nomenclature of Leroy et al. (2018), but add letters to sources that
break apart in order of decreasing brightness, as described in Chapter 4. We use
the dust clumps identified from the high resolution continuum map as a prior to
identify and measure the properties of the clusters in the multi-configuration map

(Figure 5.2 bottom). We robustly identify 33 clumps of dust emission. Some of the
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very small sources previously identified in the high resolution image are no longer
visible in the combined 12m map due to the slightly lower resolution and extended

emission.

5.3 Cluster Size and Flux Measurements

In Chapter 4, we reported cluster positions and sizes based on the high reso-
lution continuum image. The sizes reported there were based on the half-flux radii,
derived from radial profiles. Because we now have continuum images with short
spacings, we can recover more of the extended flux associated with the clusters.
We, therefore, re-measure the cluster sizes using the 12m map (Figure 5.2 bottom)

in two ways as described below.

5.3.1 2D Gaussian Fits and Flux Measurements

As a first approach to measure the sizes, we fit the continuum intensity map

with a 2D rotated elliptical Gaussian function of the form

Imodel(xa y’[peaka Los Yo, Oz, Oy, 97 [o) =

1 (z—z0) 0—(y— A 2 _ . _ 2 (51>
77{[ T—xTp) COs Yy yo)sme)] +|:(T o) sin 64 (y yo)cose)] }
cak€ ? o o + Io

I

p

where ek is the peak intensity, =, and y, are the center position (corresponding
to RA and Decl.), 6 is the orientation of the elliptical Gaussian, o, and o, are the
widths of the Gaussian along the major and minor axes, and I, is a constant offset

since the clusters are embedded within a diffuse background of emission.
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For some of the weaker clusters, the seven parameter fit above does not con-
verge. We instead use a "constrained" cylindrically symmetric three parameter fit
of the form

(2—20)%+(y—y0)?

_1
Imodel($ay|lpeak>aa [o) - peake ’ o +Io (52)

where the center position (z,, ¥,) is fixed.

Before fitting, we mask out other sources in the images. This is especially
important for clusters in crowded fields. We mask out primary clusters based on
their half-flux radii (rpar_gu) measured from the high resolution data (see Table
4.1), removing pixels within 2X7p.¢_gux from the cluster centers. For subclusters,
we remove pixels within 1.5x the beam half-width-half-maximum (HWHM) from
the cluster centers.

We implement the fitting using an affine invariant Markov Chain Monte Carlo
(MCMC) method (emcee; Foreman-Mackey et al., 2013) to draw samples of the
parameters. We use the reduced x? statistic (x?) between the data and the model
as our likelihood function. We use 500 walkers and 300 steps. After ~ 75 steps, the
MCMC has forgotten the initial conditions; we discard the initial 150 steps to be
conservative.

The best-fitting parameters are given by the median of the marginalized pos-
terior parameter distributions. The uncertainties are given by the 16'"" and 84"
percentiles, which is equivalent to 1-o for a Gaussian distribution. We show the

posterior distributions and FWHM ellipses for two clusters (one fit using Equation
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Figure 5.3: The 2D Gaussian fitting posteriors (top) and maps (bottom) for SSCs
4a (left) and 4d (right). Cluster 4a is fit with the full seven parameter model in
Equation 5.1, whereas SSC 4d is fit with the constrained three parameter model in
Equation 5.2. In the plots of the posteriors, the dark blue lines show the medians of
the marginalized posterior distributions; the light blue lines show the 16" and 84"
percentiles. The bottom row shows the masked continuum maps. The + shows the
center position, and the ellipse shows the FWHM size and orientation. The gray
horizontal mark on the colorbar shows the constant offset (1,).
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Figure 5.4: The continuum sizes of the SSCs over the high resolution combined 350
GHz continuum map. The map has been rotated counterclockwise by 42° so that
the SSC structure is horizontal. The blue ellipses show the fitted FWHM sizes from
the 2D Gaussian fits (Section 5.3.1). The cluster groups are labeled following the
nomenclature of Leroy et al. (2018).

5.1 and one using Equation 5.2) in Figure 5.3. The best-fitting parameters for all
the clusters are given in Table 5.1. We show the fitted FWHM sizes for all of the
clusters in Figure 5.4.

We measure the 350 GHz flux of each cluster above the background level
from the 2D Gaussian fit (Table 5.1). We use the MCMC samples to generate flux
measurements and find the median and 16" and 84" percentiles. We compare the
fluxes we measure to those reported by Leroy et al. (2018) in two ways, because
we measure subclusters associated with the main clusters. We first compare the
flux we calculate in only our primary clusters, which is likely an underestimate of
the flux reported by Leroy et al. (2018) since their measurements may include our
subclusters. We also sum all the flux measured for all of the subclusters of a given
association. This is likely an overestimate of the flux reported by Leroy et al. (2018)
since their measurements likely do not include all of the subclusters. As shown in
Figure 5.5, the ratio of our measurements scatter around unity, but the scatter is

large.
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Figure 5.5: A comparison of the fluxes we measure for these SSCs compared to
those measured by Leroy et al. (2018). We compare their fluxes to those measured
for only the primary clusters in each group (black open circles) as well as for the
summed flux of all the subclusters in a group (gray shaded symbols). On average,
our fluxes are consistent, though the scatter is large.

5.3.2 Radial Profiles

We construct radial profiles for each cluster. Before extracting the radial
profiles, we mask the images in the same way as for the 2D Gaussian fitting. We
remove the background level determined from the 2D Gaussian fitting (1,, Table
5.1). We use concentric circular annuli centered on the R.A. and Decl. from the 2D
Gaussian fitting (Table 5.1). The width of the annuli is the beam HWHM (0.024”
= 0.40 pc) and the last ring has a radius of 3x the beam FWHM (3 x 0.0475" =
2.4 pc). We measure the median intensity in each annulus, which is shown in Figure
5.6 for SSC 14; the uncertainty is the standard error in each annulus.

From the radial profiles, we calculate the cumulative flux distribution and
measure rair—fux, the radius that contains half of the maximum cumulative flux. We
show this radius over the continuum image and compare it to the FWHM measured

from the Gaussian fitting for SSC 14 in Figure 5.4 (bottom left). All of the rhar—fux
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Figure 5.6: (Top) The extracted radial profile of SSC 14 with the background level
from the 2D Gaussian fitting removed (black points). The gray hatched regions
show the Gaussian beam with arbitrary vertical scaling. The colored fits in each
panel show the best-fitting Gaussian, King, and Plummer profiles. The dashed ver-
tical lines show the characteristic cluster radii from each model. (Bottom left) The
continuum intensity map of SSC 14, with r,.¢_gu and the FWHM size from the
2D Gaussian fitting overplotted. The black circle in the lower left corner shows the
beam FWHM. The light gray horizontal mark in the colorbar indicated the back-
ground level from the 2D Gaussian fitting. (Bottom right) The beam-deconvolved
(intrinsic) Gaussian radial profile for SSC 14 (light blue). Other curves are the same
as in the top center-left panel.
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Figure 5.7: A comparison of the cluster radii measurements from the 2D Gaussian
fitting (Section 5.3.1; Table 5.1) and the radial profile fitting (Section 5.3.2; Table
5.2). The gray hatched region shows radii smaller than the beam HWHM; radius
measurements in this region may be unreliable. In general, ry.¢qux (black circles)
and 7Gaussian (blue squares) agree well with 79p Gaussian (Purple rhombuses), whereas
TKing (red triangles) and rpymmer (green diamonds) tend to produce somewhat larger
radii (see Section 5.3.2).

measurements are listed in Table 5.2. In Figure 5.7, we compare these half-flux radii
measurements (black circles) to those measured from the 2D Gaussian fitting (purple
rhombuses). In general there is good agreement between these two measurements
of the cluster radii. For those clusters that have large discrepancies, this is due poor
Thalt—flue Measurements, likely due to contamination from the background or other
nearby clusters.

We model the cluster radial profiles with three different functions: 1) a Gaus-
sian, 2) a King (1962) profile, and 3) a Plummer (1911) profile. We use a Gaussian
of the form

2

SB(r) = ae 22 + ¢ (5.3)

to model the radial surface brightness (SB) profile of the clusters. We also include

a constant offset (¢) since the clusters sit in a diffuse background of dust emission.
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b d
SSC Number Thalf —flux @ TGaussian TGaussian, deconv ¢ TKing TPlummer ¢

(pc) (pc) (pc) (pe) (pe)

1a 0.49 0.61 0.53 0.60 1.04
1b 0.33 0.47 0.37 0.44 0.80
2 0.40 0.48 0.38 0.64 0.80

3a 0.37 0.46 0.36 0.57 0.78
3b 0.35 0.44 0.33 0.61 0.74
4a 0.40 0.51 0.41 0.64 0.86
4b 0.56 0.68 0.62 0.85 1.18
4c 2.18 0.72 0.66 0.74 1.26
4d 1.62 0.41 0.29 0.41 0.69
de 2.04 0.58 0.50 1.06 1.00
Af 0.51 0.65 0.58 0.93 1.11
5a 0.44 0.50 0.40 0.64 0.85
5b 0.61 0.69 0.62 0.93 1.19
5c 0.51 0.69 0.62 1.19 1.19
5d 1.36 0.65 0.58 0.83 1.11
6 0.59 0.60 0.53 0.79 1.01

Ta 0.49 0.61 0.54 1.16 1.05
8a 0.54 0.59 0.52 0.85 1.03
8b 0.47 0.64 0.56 0.64 1.10
8¢ 0.40 0.54 0.45 0.54 0.94
9a 0.54 0.64 0.56 0.80 1.10
10a 0.59 0.73 0.67 0.78 1.27
10b 0.75 0.39 0.26 0.61 0.64
11a 0.37 0.42 0.30 0.59 0.70
11b 0.30 0.53 0.44 0.64 0.92
1lc 0.40 0.51 0.41 0.74 0.86
11d 0.56 0.70 0.64 1.06 1.25
12a 1.38 0.51 0.41 0.96 0.85
12b 0.54 0.61 0.54 0.64 1.08
13a 0.37 0.47 0.37 0.62 0.79
13b 0.35 0.50 0.41 0.66 0.85
13c 0.63 0.60 0.52 0.58 1.02
14 0.42 0.48 0.38 0.63 0.81

See Section 5.3.2 for details. ® The radius containing half the cumulative flux based on the radial
profile. » Half the FWHM of the Gaussian fit to the radial profile. © The same as ® but with the
beam HWHM removed in quadrature. ¢ The King core radius. © The Plummer scale length.

Table 5.2: SSC Parameters from the Radial Profile Fitting
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We define rgaussian as the HWHM (= 22222) The King profile has the form

1+ <?)2] e (5.4)

and was developed to describe the SB of globular clusters, which have a core radius

(rc) and a tidal radius (7;) induced by the tidal interactions as with their host galaxy
(King, 1962). We test the King profile as a model for these SSCs to approximate
a core+envelope SB distribution. We define rxing = r.. We also test a Plummer
profile of the form
—5/2
SB(r) = % {1 + (g)z} +e (5.5)
where b is the Plummer scale length (Binney & Tremaine, 2008, Eq. 2.44b). The
Plummer profile described a spherical system with a constant density near the center,
but that decreases to zero at infinity, and it was also developed to model the profiles
of globular clusters. We define 7pummer = 0.
An example of these three models fit to the cluster radial profile is shown for
SSC 14 in Figure 5.6 (top right three panels). All three functions provide similar
quality fits to all of the cluster radial profiles. We compare the radius measurements
from all of our fitting methods (2D Gaussian and the half-flux, Gaussian, King, and
Plummer fits to the radial profiles) in Figure 5.7. In general, 7op Gaussians Thalf—fluxs
and rGaussian agree well with one another, whereas rgin, and 7prummer tend to be
larger. We note, however, that these radii are not all measured in the same way.

By definition, rop Gaussians Thalf—flux; and TGaussian Measure the radius that encloses
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half of the flux and should, therefore, result in very similar radius measurements. In
cases where rp.r_fu measurements are poor and result in large values (e.g., SSCs
de, 4d, 4e, 5d, 12a), TGaussian a0 72D Gaussian tend to agree. rging and rplummer, ON
the other hand, are scale radii defined for those functions and do not correspond to
some fraction of the flux. Therefore, the disagreement between rkine and 7prummer
and the other radius measurements does not indicate that these fits are poor, just
that they are different definitions of the radius.

We deconvolve the beam size from rgaussian Dy removing the (Gaussian) beam
HWHM in quadrature. We produce deconvolved Gaussian radial profiles using the
deconvolved radii and conserving the flux. An example of the deconvolved Gaussian
radial profile is shown for SSC 14 in Figure 5.6 (bottom right). We report the
deconvolved cluster radii in Table 5.2 and we show the distribution of intrinsic
cluster radii in Figure 5.8. Our intrinsic radii cover a narrow range of radii from
0.25 —0.70 pc.

We compare our measured cluster radii to those measured from the Legacy
Extragalactic UV Survey (LEGUS) survey by Brown & Gnedin (2021). These clus-
ters are identified in 31 nearby galaxies in five bands from the near-UV to near-IR.
Brown & Gnedin (2021) measure the intrinsic stellar half-light (effective) radii of the
young star clusters in these galaxies from the "white light" (i.e. combined 5-filter)
images. From their cluster catalog®, we select clusters with reliable radius and mass
measurements, ages < 2 Myr, and stellar masses > 10* Mg; see Brown & Gnedin

(2021) for the definitions of these quantities. We show a kernel density estimator

*https://www.gillenbrown.com/LEGUS-sizes
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Figure 5.8: The light blue histogram shows the distribution of the intrinsic SSC
radii, measured from the beam-deconvolved Gaussian fit to the radial profile. The
histogram is normalized to unit area. The number in the highest and lowest bins
show the number of clusters in these bins. The gray KDE shows the distribution of
star cluster intrinsic effective radii measured in LEGUS galaxies normalized to unit
area over the plotted radius range (Brown & Gnedin, 2021). We select clusters with
ages < 2 Myr and stellar masses > 10* Mg, to be most comparable to our sample of
very young, massive clusters. The inset shows the full distribution of the LEGUS
radii with the same selection criteria, which peaks around radii of 2 — 3 pc.

(KDE) of the LEGUS cluster radii in gray in Figure 5.8, where the inset shows the
KDE over their full radius range. The LEGUS clusters tend to be larger than the
SSCs studied here. The peak in the LEGUS radius distribution for clusters with
the above selection criteria is between 2 — 3 pc.

It is perhaps not unexpected that the clusters identified by Brown & Gnedin
(2021) are larger. The radii we measure for the clusters in NGC 253 correspond to
the size of the dust (and molecular gas) envelopes, whereas the radii measured for the
LEGUS clusters come from the stellar light. The clusters in NGC 253 are still in the

process of forming (Leroy et al., 2018) and are, therefore, still very compact. Since
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the LEGUS clusters are older than the SSCs in this work and are no longer (deeply)
embedded in their natal molecular clouds, it is possible that the stellar light would
extend to larger radii than the compact dust emission from the SSCs. Simulations
of star cluster evolution show an increase in the radius with age due primarily to

stellar mass loss (e.g., Portegies Zwart et al., 2010, and references therein).

5.4 The Cluster Mass Function

From the fluxes we measure based on the 2D Gaussian fits (Section 5.3.1,
Table 5.1), we construct the cluster flux density function, which is shown in Figure
5.9 (top). This is essentially a cumulative distribution function (CDF), where the
ordinate counts the number of clusters with flux densities larger than the value on the
abscissa. The horizontal error bars come from the uncertainties on the measured
fluxes. To determine the vertical error bars, we use a Monte Carlo, allowing the
measured fluxes to vary uniformly within their uncertainties. This can change the
ordering of the flux densities and hence the CDF. We perform 100 trials of the Monte
Carlo, and report the standard deviation of the CDF for each point over those trials
as the vertical error bars.

In addition to the flux density, we are interested in the cluster stellar mass
(M,,) function (CMF). We estimate M, from our flux density (F359) measurements as
follows. We first convert Fs5 to a luminosity density (Lsso) where Lsso = 4md? F3s0,
where d is the distance to the galaxy (3.5 Mpc; Rekola et al. 2005). We then estimate

the free-free continuum luminosity (Lg) using the free-free contamination fractions
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Figure 5.9: The cluster flux density (top) and stellar mass (bottom) functions. The
right y-axis shows the number of clusters whereas the left y-axis shows the fraction of
clusters with reliable measurements. The gray shaded regions and gray points show
our estimate of confusion; measurements in this region are likely underestimated
beyond the uncertainties. We fit the distributions with a broken power law (blue
solid lines) and a single power law (red dashed lines). See Section 5.4 for details on
the uncertainty calculations and the fitting. In the bottom panel, we compare to
literature values from Mills et al. (2021), Emig et al. (2020), and Mok et al. (2020),
where we have scaled their power law fits based on their reported minimum reliable
masses. The top x-axis shows the corresponding bolometric luminosity, assuming
a ZAMS mass-to-light ratio of 1000 Lo, Mg ™! (Leitherer et al., 1999; Leroy et al.,
2018).
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(f) from Leroy et al. (2018, Table 1). For the subclusters, we assume the same fg

as the main cluster. From there, we estimate the ionizing photon rate (@) where

—0.45
v

GHz

e

104 K

(5.6)

g1

[g@]=63x1§5

0.1
Lg
erg s~ Hz™!

(Murphy et al., 2011, Equation 10), assuming 7, = 10* K, optically thin emission,
and no absorption of the ionizing photons by dust. Finally, we convert Qo to M,
based on Starburst99 simulations of a 10° My zero age main sequence (ZAMS)

cluster where

Qo

L~ — M .
4% 101 7 57)

(Leitherer et al., 1999; Leroy et al., 2018; Mills et al., 2021). We can also estimate
the bolometric luminosity (Lyo) from this stellar mass, assuming a mass-to-light
ratio for a ZAMS cluster of 1000 Ly My~ (Leitherer et al., 1999; Leroy et al.,
2018). To obtain the uncertainties on M,, we propagate the uncertainties on our
flux measurements as well as the uncertainties on fi reported by Leroy et al. (2018).
We caution that these uncertainties are likely to be substantially underestimated
given the assumptions about fg, 1., the optical depth, the lack of dust absorption,
the age of the burst (assumed ZAMS), and the conversion from Qg to M, (Equation
5.7). We construct the CMF in the same way as for the flux density, and we repeat
the Monte Carlo analysis to obtain the vertical error bars. The CMF is shown in
Figure 5.9 (bottom).

Both distributions appear to follow a broken power law. This break could
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be due to incompleteness or at the low flux end of the distribution (e.g., Emig
et al., 2020). The SSC identification is done by-eye based on the high resolution
continuum image (Figure 5.2 top). The 2D Gaussian fitting is performed on the 12m
combined image (Figure 5.2 bottom) at the locations of the SSCs identified from
the high resolution image, as long as they are still apparent in the lower resolution,
12m combined image. The major uncertainty matching the SSCs between these
images are from the "speckles" seen in the 12m combined continuum image (Figure
5.2 bottom). These speckles arise in the imaging by modeling a extended emission
as Gaussians matched to the beam size, and they can resemble small, compact
clusters. We, therefore, use these speckles as our test particles to evaluate the
completeness and confusion of our SSC flux density and mass functions. We choose
a representative speckle in the image and measure its size and flux from the 2D
Gaussian fitting as described in Section 5.3.1. We convert this flux to a stellar mass
as described above. We find that a typical speckle has a flux of ~ 2.44+0.3 mJy and
hence an inferred stellar mass of ~ 10%1%32 M,. We show the upper uncertainty
bounds as the gray shaded regions in Figure 5.9. Clusters with fluxes or masses near
or below this limit are likely more uncertain than represented by the error bars and
we are likely missing SSCs in this flux and mass regime. This range corresponds
especially well to the break seen in the CMF.

We fit the cluster flux density and mass functions using a broken power law of
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the form

A(

—as
A<x> ;T > Xo,

El=

flx) = (5-8)

z0
which is implemented using BrokenPowerLawlD from Astropy. As a comparison, we

also fit the cluster flux density function with a single power law of the form

ro) =4 () - 59)

which is implemented using PowerLaw1D from Astropy.

We obtain the uncertainties on the fitted parameters using the same Monte
Carlo approach described above. As the flux density or mass points are allowed
the vary within their uncertainties, we re-fit Equation 5.8 at each iteration. The
uncertainties listed in Figure 5.9 reflect the 16™ and 84" percentiles of the param-
eter distributions after the Monte Carlo. The same strategy is used to obtain the
uncertainty regions on the model curves, shown in the shaded regions in Figure 5.9.

We find a CMF slope of 1.12 + 0.07 from our single power law fit. We com-
pare our CMF to several previous studies, which are shown as the colored dashed
curves in Figure 5.9 (bottom). These are single power law fits to star clusters in
NGC 253 (Mills et al., 2021), NGC4945 (Emig et al., 2020), the Large Magellanic
Cloud (LMC), M 83, M51, and NGC 3627 (Mok et al., 2020). The power-laws are
only computed between the upper and lower mass ranges reported in the respective
studies. The fits are ordered by increasing slope in the legend. The study of the SSCs

in NGC 253 by Mills et al. (2021) is an especially important comparison. They use
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an independent ALMA dataset at 5 pc resolution targeting the radio recombination
line (RRL) emission towards these clusters. RRL measurements provide a relatively
unbiased measurement of the ionizing photon rate, which they then convert to a
stellar mass using Equation 5.7. We find a somewhat shallower slope than Mills
et al. (2021), but caution that a single power law fit could easily be steeper given
the very steep slope for the most massive clusters. Compared to the other galaxies,
NGC 253 has the shallowest CMF slope. An important caveat of this plot is that
the position along the horizontal axis depends on the assumed age of the cluster,
as older clusters have larger stellar masses (e.g., Leitherer et al., 1999). For this
work, we assume a ZAMS (e.g., Equation 5.7), which is also assumed by Mills et al.
(2021). Emig et al. (2020) use a similar method as Mills et al. (2021) in the nuclear
starburst of NGC4945; this starburst is more evolved than NGC 253, however, so
they adopt an age of 5 Myr for their calculation. For the galaxies considered by
Mok et al. (2020), they use ages < 10 Myr in their analysis.

It is tempting to try to connect the CMF to the cluster initial mass function
(CIMF) and hence to the stellar initial mass function (IMF; e.g., Portegies Zwart
et al., 2010). The very young clusters in NGC 253 may provide the best opportunity
to derive the CIMF, given that they must still be younger than 3 Myr and possibly
younger than 1 Myr (Leroy et al., 2018; Rico-Villas et al., 2020; Levy et al., 2021;
Mills et al., 2021). More robust measurements of the stellar masses on these resolved
cluster scales and better estimates of the cluster ages are needed, however, before
this can be attempted. We will discuss two sets of approved future observations
that may enable this in Chapter 6.
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5.5 The Morpho-Kinematic Architecture of the SSCs

The quasi-linear arrangement of the SSCs in the center of NGC 253 is striking
(e.g., Figures 5.1, 5.2, 5.4). In projection, this structure measures ~ 155 pc x 15 pc
in diameter with a major axis position angle (PA) of ~ 48° east-of-north. This
axis ratio of ~ 10 may suggest that the structure is intrinsically very thin. On
the other hand, if the structure is intrinsically a circular ring, it would be inclined
to our line of sight by ~ 57°. Using CO observations at 35 pc resolution, Leroy
et al. (2015) measure the geometry of the GMC structures in which these SSCs are
embedded. They build 3D models of the GMC geometry as a disk, a linear bar-
like arrangement, and a hybrid model. They find that the hybrid model provides
the best fit to the data, where the inner ~ 100 — 150 pc (diameter) is more disk-
like and regions beyond this extending out to ~ 850 — 1400 pc (diameter) have a
more linear structure. They find that the maximum vertical thickness of the GMC
structure is < 100 pc for the molecular gas traced by CO and < 55 pc for the denser
molecular gas. Our measurement of the minor axis width of the SSC structure sets
a maximum vertical extent of < 15 pc, similar to the vertical extent of the MW
CMZ (e.g., Kruijssen et al., 2015; Shin et al., 2017).

The galactic disk of NGC 253 is nearly edge-on, with an inclination of &~ 78°
and a PA of ~ 50° (e.g., Pence, 1980; Westmoquette et al., 2011), as can be seen
in the NIR image of the galaxy shown in Figure 5.10 (left). The bar also has an
inclination of &~ 78° but has a PA of 68° (Scoville et al., 1985; Sorai et al., 2000).

The quasi-linear arrangement of SSCs has approximately the same PA as the galaxy
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Figure 5.10: (Left) A 2MASS JHK image of NGC 253 (Jarrett et al., 2003), showing
the strong bar. North is up and east is left. The near side of the galaxy is to
the northwest, and the far side is to the southeast. (Center) A schematic of the
deprojected spiral arm and bar inflows in the center of NGC 253 adapted from Figure
18 of Sorai et al. (2000). We have schematically color coded the spiral arms and bar
inflows according to the bulk gas line of sight velocities. The dashed black ellipse
shows the 2 kpc ring. We note, however, that Sorai et al. (2000) use a distance (d)
to NGC 253 of 2.5 Mpc (Davidge et al., 1991; Mauersberger et al., 1996), whereas
we adopt 3.5 Mpc (Rekola et al., 2005). The magenta box shows the central 10”
(120 pc for d = 2.5 Mpec, 170 pc for d = 3.5 Mpc) encompassing the SSCs (e.g.,
Figure 5.11). (Right) The same 2MASS image as the left panel, with the schematics
of the spiral arm and bar kinematics overplotted for context.

disk and is offset from the PA of the bar.

To further orient ourselves with respect to the larger scale spiral arms and bar
structures, we show an adaptation of a schematic from Sorai et al. (2000) in Figure
5.10 (middle). This schematic shows the deprojected orientation of the spiral arms,
bar, and 2 kpc ring. We have color coded the spiral arms and bar based on the
relative line of sight velocities, where the observer is at the top of the image. For
scale, the magenta square shows 10” (170 pc), the same field of view over which the
clusters are visible. In the right panel of Figure 5.10, we reproject these color-coded
structures back onto the NIR image. The near side of the galaxy is to the northwest

and the far side is toward the southeast (e.g., Sakamoto et al., 2006).
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Due to the strong bar and gas inflows to the nucleus (e.g., Sorai et al., 2000;
Paglione et al., 2004), it is interesting to determine how the SSCs are arranged
with respect to the bar orbits. Due to the nearly edge-on inclination, constraining
arrangement purely from the cluster locations is difficult. A similar challenge is
faced in studying the MW CMZ, where the massive star forming regions are viewed
nearly edge-on and thought to be arranged as spirals, streams with either open or
closed orbits, or a ring (e.g., Sofue, 1995; Sawada et al., 2004; Molinari et al., 2011;
Krumholz & Kruijssen, 2015; Kruijssen et al., 2015; Henshaw et al., 2016; Ridley
et al., 2017; Tress et al., 2020). Henshaw et al. (2016) provide an excellent review
and testing of these models in the CMZ, and their Figures 18 and 19 show examples
of these arrangements in position-position and position-velocity space. Without
knowledge of how the SSC structure is dynamically linked to the bar (or not), it
is impossible to tell whether the SSC structure is tilted in the same manner as the
galaxy disk (i.e., where the near side of the disk to towards the northwest).

We can, however, use the kinematic information from the cluster velocity mea-
surements presented in Chapter 4 (Table 4.1; Levy et al. 2021) together with the
morphology to constrain the cluster arrangement. This approach has also been ap-
plied to the CMZ (e.g., Krumholz & Kruijssen, 2015; Kruijssen et al., 2015; Sormani
& Barnes, 2019; Tress et al., 2020). Rather than the bulk gas kinematics, however,
we will use the SSCs themselves as tracer particles of the gas flows in the nuclear
region.

In Figure 5.11 (top right), we show a version of the 12m continuum image
where the color scale has been stretched. The circles show the locations and systemic
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Figure 5.11: (Top left) A position-velocity diagram of the SSC systemic velocities
values for the primary clusters (Table 4.1). The horizontal axis shows the R.A.
offset from the center measured from gas kinematics (Anantharamaiah & Goss,
1996, magenta x). The stellar kinematic center is also shown (Miiller-Sanchez
et al., 2010, green star). The points are color coded by the systemic velocity of
the cluster (Visrk). (Top right) The background image shows the 12m continuum
image. The circles show the locations and systemic velocities of the primary clusters.
Two measurements of the center of NGC 253 are marked in the green star (based
on stellar kinematics; Miiller-Sanchez et al. 2010) and in the magenta x (based on
ionized gas kinematics; Anantharamaiah & Goss 1996). The colorbar is centered
on the systemic velocity of the galaxy (250 kms™!). (Bottom left) The background
image shows the model velocity map from Krieger et al. (2019) based on CO 1 — 0
data with a beam size of 1.85"” x 1.32”. This model represents the bulk gas motions
from galactic rotation and the bar. The cluster positions and systemic velocities
are shown as in the previous panel. (Bottom right) The same as the top right, but
where the SSCs are color coded by their V., removing the velocity contribution
from the galactic rotation and non-circular bar motions.
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velocities of the primary clusters. The systemic velocities were measured by Levy
et al. (2021) using a multi-Gaussian fit to many spectral lines detected towards these
clusters (see Section 4.2.5). The uncertainties on the SSC systemic velocities are
better than +5 kms™! (Section 4.2.5). The velocity color scale is centered on the
systemic velocity of the galaxy (250 kms™!; Miiller-Sanchez et al., 2010; Krieger
et al., 2019, 2020a).

The precise center of NGC 253 is not known, because its central supermas-
sive black hole has not been definitively identified. In Figure 5.11, we show two
measurements of the center. The first is measured using ionized gas kinematics
(Anantharamaiah & Goss, 1996, magenta x) and the second is measured from stel-
lar kinematics (Miiller-Sanchez et al., 2010, green star). In Figure 5.11 (top left) we
show a position-velocity (PV) diagram of the clusters. The x-axis is the offset in
R.A. from the ionized gas kinematic center (Anantharamaiah & Goss, 1996). The
y-axis and color coding scale match the color coding of the top right panel.

Krieger et al. (2019) measured the velocity field of the central ~ 850 pc of
NGC 253 at 2 pc spatial resolution traced by CO 1 —0, 2 — 1, and 3 — 2. The
CO traces the bulk motions of the gas, reflecting the galactic rotation, non-circular
motions from the bar, and the large-scale outflow. They also fit a kinematic model
of the galactic rotation and non-circular bar motions using CO 1 — 0 data. In
Figure 5.11 (bottom left), we show the CO 1 — 0 model velocity map in the central
~ 170 pc. The positions and systemic velocities of the primary SSCs are marked.
Some of the cluster systemic velocities agree well with the bulk gas motions (e.g.,

SSCs 1, 2, 3 in the lower right and SSC 14 in the upper left) whereas others have
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large velocity offsets. To further investigate this, we remove the contributions from
the bulk gas components by extracting the modeled CO 1 — 0 velocity centered on
the SSC positions and measuring the median velocity in a circular aperture with a
radius equal t0 2 X "qaugsian- We refer to the SSC velocities with the bulk gas motions
removed as the peculiar velocities (Vpec). As shown in Figure 5.11 (bottom right),
Vpee can be large. Intriguingly, the southeast clusters tend to be blueshifted whereas
the northwest clusters tend to be redshifted. Sorai et al. (2000) find maximum non-

Lin the rest

circular motions of the molecular gas in the bar of ~ 70 — 130 kms™
frame of the bar. The V.. we measure are approximately in the rest frame of the
bar. Some of the measured V.. values are consistent with these measurements,
though many of the clusters have smaller V..

Below, we consider whether the clusters are morpho-kinematically consistent
with a circumnuclear ring or crossing streams inflowing from the larger-scale bar.

These are not the only possible arrangements, and quantitative comparisons with

dynamical models are needed to constrain the arrangement more robustly.

5.5.1 SSCs as a Circumnuclear Ring with Closed Orbits

One possible configuration for the SSCs is in a circumnuclear starburst ring,
as suggested by the GMC modeling done by Leroy et al. (2015). This ring could
either be flat or have a vertical twist (e.g., Molinari et al., 2011). In either case, the
orbits along the ring are closed.

In Figure 5.12, we also show a schematic of a two possible ring-like architec-
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Figure 5.12: (Top Left) The same as Figure 5.11 (top right), with a schematic of a
possible ring-like structure centered near the galaxy center measured by Ananthara-
maiah & Goss (1996) over plotted. The ring is color coded based on the cluster
systemic velocities. (Top Right) A zoom in on the bar schematic shown in Figure
5.10 (right). The magenta square shows the size of the left panel (10" = 170 pc).
The ring-like structure from the left panel is also shown to scale with the other
structures. (Bottom left) A different twisted ring-like model, based on the closed
stream orbits of Molinari et al. (2011) and adapted from Henshaw et al. (2016).
This model has been schematically placed over the SSCs. The green (orange) tracks
would be on the front (back) side in this model. (Bottom right) The PV diagram
of the twisted ring model from Henshaw et al. (2016) schematically placed on the
SSC PV diagram. The kinematic agreement between the SSCs and this model is
not perfect, though more detailed and quantitative comparisons are necessary.
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tures. This ring may be centered on the galactic center from ionized gas kinematics
(Anantharamaiah & Goss, 1996). For the flat ring, following the cluster systemic
and peculiar velocities, the southeast side of the ring would be blueshifted and the
northwest side would be redshifted (Figure 5.12 top left). The far (near) side of the
galactic disk in to the southeast (northwest), as marked in Figure 5.10. Therefore,
if the ring follows the same orientation as the disk, this may indicate that the ring is
shrinking, though there is no guarantee that the ring has the same alignment as the
disk. We caution against over-interpretation here, as this could also be a projection
effect and requires a more quantitative comparison.

In Figure 5.12 (right) we show this ring in the context of the larger scale spiral
arms and bar based on the schematic by Sorai et al. (2000) and shown in Figure
5.10. It is unclear precisely how this ring would connect to the bar without more
quantitative dynamical modeling. In the CMZ of the MW, dynamical models by
Krumholz & Kruijssen (2015) and Tress et al. (2020) find that the far (near) side of
the bar end would connect to the near (far) side of the ring (see e.g., Figures 22 and
26 of Tress et al. 2020). Observationally, Sormani & Barnes (2019) find that the far
side of the bar is increasingly blue shifted, but that the velocity decreases as the gas
approaches the CMZ (and vice versa for the near side of the bar; see their Figure
1). If a similar model applies to the center of NGC 253, this could explain why the
Vpec values we measure for the SSCs are smaller in general than the molecular gas
velocities measured along the bar by Sorai et al. (2000).

Another possible ring-like arrangement would be a closed elliptical orbit or

a twisted ring (Molinari et al., 2011). In the case of the CMZ, this configuration
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is thought to follow the x5 orbits and the twisted shaped is induced by a vertical
oscillation. We show a schematic of a possible twisted ring-like architecture in
Figure 5.12 (bottom left), which is adapted from Molinari et al. (2011) and Henshaw
et al. (2016). The green (orange) segments indicate the front (back) of the ring in
projection for a configuration like the CMZ. Without quantitative modeling, it is
unclear whether this alignment is correct for the SSCs in NGC 253. In the bottom
right panel of Figure 5.12, we compare the PV diagram of a twisted ring-like orbit
to the SSCs (adapted from Henshaw et al., 2016). We have matched the orientation
of the segments based on the bottom left panel. Without doing a proper fit, the
kinematics of a twisted stream do not agree with the SSC kinematics particularly
well. We caution against over interpretation here, as these comparisons have only
been done schematically and qualitatively here.

Any of the possible arrangements with closed orbits are problematic, however,
because orbits are expected to be open for extended gas structures. As pointed
out by Kruijssen et al. (2015) and others for the MW CMZ, because the mass
distribution in the CMZ is extended, closed orbits are only possible if the potential
is not axisymmetric at these scales. The structural modeling by Leroy et al. (2015)
suggests that there are asymmetries on larger scales (as is also expected for the
CMZ). Their best fitting structural model, however, is axisymmetric on the 100 —
150 pc scales we study here, though their data are not particularly constraining on
these scales due to the 35 pc resolution. Therefore, since we know the SSCs are
embedded in larger-scale gas structures (e.g., Sakamoto et al., 2011; Leroy et al.,

2015; Krieger et al., 2019, 2020b,a), it is more likely that the SSC orbits will be
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open, which we discuss in the following section. While we cannot definitively say
that the SSCs form a circumnuclear ring without more quantitative comparisons to

dynamical models, a ring-like architecture may be plausible.

5.5.2 SSCs as Crossing Streams with Open Orbits

Another possibility is that all of the SSCs are embedded in streams stemming
from the bar-ends. Several of these kinds of models have been proposed for the CMZ
in the MW (e.g., Sofue, 1995; Sawada et al., 2004; Kruijssen et al., 2015; Henshaw
et al., 2016; Ridley et al., 2017). We show a schematic representation of possible
configurations of gas streams with open orbits in Figure 5.13. In the top left panel,
we show an example of spiral-like streams, such as those proposed in the MW CMZ
(Sofue, 1995; Sawada et al., 2004; Ridley et al., 2017). We color code the schematic
stream lines to roughly match the SSC systemic velocities. In the top right panel,
we show these streams in the context of the larger scale spiral arms and bar based on
the schematic by Sorai et al. (2000) and shown in Figure 5.10. It is unclear precisely
how these streams would connect to the bar without more quantitative dynamical
modeling.

Kruijssen et al. (2015) develop a model of the MW CMZ that consists of
crossing streams that form a ring-like structure. Unlike the closed ring model, this
stream model is open and Sagittarius A* (Sgr A*) is located at one of the foci of
the eccentric orbits. We compare the PV diagram for the cluster systemic values to

this orbital model for the CMZ (see Figure 4 of Kruijssen et al. 2015) in the bottom
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Figure 5.13: (Top left) The same as Figure 5.11 (top) but with schematic spiral-
like stream-lines overplotted, where the colorscale of the stream lines is intended
to reflect the trends in the systemic velocities of the SSCs. This schematic is more
centered on the center from stellar kinematics measured by Miiller-Séanchez et al.
(2010). (Top right) A zoom in on the bar schematic shown in Figure 5.10 (right).
The magenta square shows the size of the left panel (10” = 170 pc). The stream
lines from the left panel are shown to scale. (Bottom left) The SSC PV diagram
as in Figure 5.11 with the PV diagram of the orbital model for the MW CMZ
by Kruijssen et al. (2015) overlaid (see their Figure 4). The four different colored
curves correspond to the four streams in the model. The color shaded regions show
the uncertainty range for the data Kruijssen et al. (2015) used to derive the CMZ
model. The CMZ model was scaled to the same physical size and velocity and
shifted such that the center from ionized gas kinematics corresponds to the location
of Sgr A* (black circle). The model is reflected across the velocity axis and the
colors of the streams are adjusted accordingly. (Bottom right) The top-down view
of the streams implied by the Kruijssen et al. (2015) model (see their Figure 6).
Colors and symbols are the same as the bottom left panel. SSCs are assigned to a
y-position based on their closest stream segment in the PV diagram, with SSC 4a
having the most uncertain stream assignment.
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left panel Figure 5.13. For this rough comparison, we scaled the CMZ model PV
diagram to the same physical and velocity scale as in NGC 253. We then shifted the
model such that the center from ionized gas kinematics corresponds to the "true"
center of NGC 253; for the MW, the center is the location of Sgr A*. We also
reflected the model across the velocity axis and adjusted the coloring of the curves
accordingly. Given this rough comparison, the stream model agrees overall with the
SSC PV diagram.

Given this arrangement, we show the corresponding top-down view of these
streams based on the model by Kruijssen et al. (2015) in Figure 5.13 (bottom right;
see their Figure 6), accounting for the necessary reflection of the model across the
velocity axis. In this top-down view, the horizontal axis is the offset from the center
along the major axis of the structure. We measure this using the 2D distance
of the clusters (in R.A. and Decl.) from the ionized gas kinematic center. The
vertical axis is along the line of sight in the case of the MW. This direction is almost
into the page in the case of NGC 253, and we therefore have no constrains on this
coordinate from the observations. We assign the clusters locations along the stream
lines based on their closet stream line in the PV diagram (Figure 5.13 bottom left).
The most uncertain assignment is SSC 4a, which lays between the dark blue and
yellow streams. We have tentatively assigned it to the blue (front) stream because
it is closer to that stream in the PV diagram and is within the uncertainties on the
data Kruijssen et al. (2015) used to derive the CMZ model. Its systemic velocity,
however, may be more consistent with the yellow (back) stream.

We caution that given the high inclination of these SSCs, it is unclear how
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unique this solution is. There are many possible stream lines that could be drawn
through the SSCs. Aside from the edge-on nature of the data, the rosette pattern
traced out by the orbits in the model by Kruijssen et al. (2015) (e.g., Figure 5.13
bottom right) rotates with time (Tress et al., 2020), and so it is not clear that this
particular portion of the rosette is favored over another segment. Finally, there
are disagreements between this model and observations of the CMZ (e.g., Henshaw
et al., 2016; Ridley et al., 2017; Sormani et al., 2019).

Therefore, while we cannot definitively say that the SSCs trace out crossing
orbits without more quantitative comparisons to these models, this kind of archi-

tecture seems plausible.

5.6 Summary

The SSCs in the center of NGC 253 are bright continuum sources at 350 GHz,
which primarily traces thermal emission from warm dust (e.g., Leroy et al., 2018;
Levy et al., 2021). Here, we combine ALMA data from three 12-m configurations
and the 7-m array to construct maps of the dust emission covering scales from
0.028"—12.4" (0.48 pc—210 pc). This enables us to measure the compact dust
emission associated with the clusters themselves as well as the more diffuse emission
in which they are embedded (Figures 5.1 and 5.2). We summarize our main results

below, indicating the relevant figures and/or tables.

1. For the first time, we detect the galaxy-scale outflow in dust continuum emis-

sion. As shown in Figure 5.1, we find dust emission along the SW streamer,
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co-located with CO emission. We estimate that the SW streamer has a molec-

ular gas mass of ~ 10%% My, consistent with other measurements.

. We measure the sizes of the SSCs in two ways. First, we fit the dust continuum
maps of each SSC with a 2D Gaussian to measure the positions, sizes, and
fluxes (Figure 5.4, Table 5.1). Next, we construct radial profiles for each
cluster. As a non-parametric measurement of the cluster sizes, we measure
the half-flux radius, or the radius that contains half of the cumulative flux of
the cluster. We also fit the radial profiles using Gaussian, King, and Plummer
models. In general, the three models provide equally good fits (Figure 5.6).
Using the Gaussian fit to the radial profile, we deconvolve the Gaussian beam
from the size measurements to provide beam-deconvolved cluster sizes (Figures

5.6 and 5.8).

. From the flux and size measurements, we construct the cluster flux density and
stellar mass functions (Figure 5.9). Our CMF slope agrees with an independent

study of the SSCs in NGC 253 by Mills et al. (2021).

. From the positions and systemic velocities of the SSCs, we investigate whether
the clusters are morpho-kinematically consistent with a circumnuclear ring
with closed orbits (e.g., Molinari et al., 2011; Krumholz & Kruijssen, 2015;
Tress et al., 2020) or streams with open orbits (e.g., Sofue, 1995; Sawada
et al., 2004; Kruijssen et al., 2015; Ridley et al., 2017). We find compelling
evidence that the cluster positions and velocities may be consistent with either

architecture (Figures 5.11, 5.12, and 5.13), though a model with open orbits
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may be more physical. Quantitative comparisons with these and other models

are necessary, however, to definitively constrain the SSC architecture.

Models of circumnuclear rings and streams make predictions for the relative
ages of the clusters. In a ring scenario, it is thought that the youngest clusters
are found at (or slightly downstream of) the contact points with the streams from
the bar (e.g., Regan & Teuben, 2003; Boker et al., 2008; Mazzuca et al., 2008).
Shocks at these intersections can trigger the collapse of molecular clouds. As the
forming clusters move along the ring, they age. This is known as the "pearls-on-a-
string" model (Boker et al., 2008). This picture will be more complicated if there
are multiple entry points along the stream as the orbit precesses (e.g., Tress et al.,
2020). Similarly in the case of the crossing streams models, close passages with
other streams can trigger the gas to collapse and form stars (Kruijssen et al., 2015).
Alternatively, it is possible that the ring becomes unstable to gravitational collapse
due to turbulence. In this scenario, no age gradient is expected as either the clusters
have approximately the same age or the ages are randomly distributed along the
ring. This is known as the "popcorn" model (Boker et al., 2008). While there are
estimates of the (relative) SSC ages in NGC 253 (Rico-Villas et al., 2020; Krieger
et al., 2020b; Levy et al., 2021, see Section 4.4.1), they do not agree with one
another. In the future, approved observations with the James Webb Space Telescope
(JWST) may help constrain the ionizing radiation field of these clusters and hence
provide the most robust measurements of the cluster ages. These ages and the age

progressions may be able to help distinguish among the morph-kinematic models
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for the SSC architecture. These JWST data are discussed further in Chapter 6.
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Chapter 6: Future Work

The work presented in this thesis is the beginning rather than an endpoint. Be-
low I outline a few future directions based on the research presented in the previous

chapters.

6.1 Measurements of Ionized Gas Velocity Dispersions in eDIG

The advent of IFU spectroscopy has allowed for the kinematics of extraplanar
diffuse ionized gas (eDIG) to be measured and studied in large samples of galaxies
such as MaNGA (Bizyaev et al., 2017) and CALIFA (Levy et al., 2018, 2019, e.g.,
Chapters 2 and 3). However, a comprehensive study of eDIG from these and other
IFU surveys is limited by the spectral resolution of the instruments. In order to
support a thick, lagging disk of ionized gas, the velocity dispersion must be higher
than in the midplane (e.g., Veilleux et al., 1995). Measurements of the velocity
dispersion are, therefore, the final key observation to fully study and characterize
the kinematics of the eDIG in these galaxies.

As a next step building off of this thesis, I will propose for new observations
of the 42 galaxies used in my previous eDIG studies (Chapters 2 and 3 Levy et al.,

2018, 2019) to measure the ionized gas velocity dispersions directly. I plan to apply
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for time on the WIYN 3.5-m telescope on Kitt Peak to use the SparsePAK IFU
(Bershady et al., 2004), which is designed to study galaxy kinematics. The WIYN
3.5-m telescope is in the same hemisphere and the same size as the telescope used
for the CALIFA survey, so it is well-matched for this project. The major strength
of SparsePAK is the increase in spectral resolution (R = 10,000, a FWHM ve-
locity resolution of 30 km s™!) which is sufficient for a robust velocity dispersion
measurement.

The variable dust optical depth with height may complicate these measure-
ments. As the dust optical depth decreases away from the midplane, we will be
able to measure larger columns of the eDIG material and material at a larger range
of rotation velocities (see e.g., Figure B.1). This will also broaden the measured
linewidth, independent of whether the lines in the eDIG are intrinsically broader.
We will model disks with variable dust optical depths as a function of height (e.g.,

with NEMO) to estimate the magnitude of this effect on the linewidths we measure.

6.2 Ionized Gas toward the Super Star Clusters in NGC 253

Our previous ALMA observations presented in Chapters 4 and 5 reveal more
than two dozen compact dust structures that have the hallmarks of super star clus-
ters (SSCs) in the process of forming (Leroy et al., 2018; Levy et al., 2021). We used
several techniques to estimate their stellar masses, including a very high resolution
VLA 36 GHz image which allowed us to estimate their stellar masses from free-free

emission (Gorski et al., 2017, 2019; Leroy et al., 2018). These clusters range from
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log(M,/Mg)=4.1—6.0. About 30% of the ionizing photons in the burst are gener-
ated by these sources, even before accounting for any absorption by dust, and they
explain ~20% of the bolometric emission (Leroy et al., 2018). The ionizing photon
rates and stellar masses estimated from the 36 GHz continuum VLA observations
are uncertain, however, due to absorption by dust and possible synchrotron con-
tamination. Moreover, the current 36 GHz VLA observations have a resolution of
1.6 pc, close to the limit of the VLLA’s capabilities at these frequencies, which only
marginally resolves the largest clusters.

To measure precise ionizing photon rates and stellar masses for these objects,
we must use another method. Because the extinction toward these SSCs is immense
(Leroy et al., 2018), observing the ionizing flux at optical wavelengths is impos-
sible. Highly spatially resolved radio recombination lines (RRLs) can be used to
constrain the stellar mass and radiation fields associated with these massive stellar
clusters as they are unaffected by dust extinction (e.g., Roelfsema & Goss, 1992;
Emig et al., 2020; Emig, 2021). Recently, this method was successfully employed
to measure accurate ionizing photon rates and stellar masses of SSCs in another
starburst galaxy (Emig et al., 2020). In NGC 253, very deep ALMA observations
reveal H40a emission towards many of the SSCs (Mills et al., 2021), though the
clusters are unresolved at the 5 pc resolution of that study.

I am the PI of an A-ranked ALMA proposal to observe RRLs at high resolution
towards the SSCs in the nuclear starburst of NGC 253. Observations will be taken
at two resolutions, matching those of our previous studies presented by Leroy et al.

(2018, 0.1" = 1.9 pc) and Levy et al. (2021, 0.028" = 0.5 pc). The data for this
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project have been partially observed and delivered and are a top priority to complete
once ALMA operations resume. From early, low resolution data, the SSCs are clearly
detected in the H27aw RRL. Using these data, and following the methodology of Emig
et al. (2020) and Mills et al. (2021), I will directly measure the ionizing photon flux
and synchrotron emission in these objects. At the 0.5 pc resolution of these data,
I will be able to measure the sizes and structure of the HII regions associated with
these SSCs. From these, we can compare against their dust and dense gas properties
to better constrain the evolutionary stages of the clusters. Using the high spectral
resolution, we can also search for signs of feedback and outflows in the ionized gas,
especially in those sources where molecular outflow signatures were found (Chapter

4; Levy et al., 2021).

6.3 Ages and Radiation Fields of the Super Star Cluster Populations

in NGC 253 and M 82

When the James Webb Space Telescope (JWST) launches soon, its capabil-
ities are sure to revolutionize our understanding of the Universe. In particular,
its instruments allow for high spatial and spectral observations at mid-IR (MIR)
wavelengths for the first time. I am a co-I on an approved Cycle 1 JWST proposal
to observe the archetypal starburst galaxies NGC 253 and M 82. The goals of this
project are primarily two-fold. The first is to obtain NIR and MIR imaging of the
galaxy-scale outflows and centers of both galaxies. The filters we have selected will

target warm (shocked) molecular gas and polycyclic aromatic hydrocarbon (PAH)
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emission tracing the dust at unprecedented spatial resolution and sensitivity.

The second goal is to obtain MIR spectroscopy from ~ 5 — 28 um of the super
star clusters in the centers of both NGC 253 and M 82. From these observations, we
will be able to constrain the radiation field strength near the clusters and measure
their stellar masses more accurately than previously possible. Related to this thesis,
we will also search for signs of radiative and mechanical feedback from the clusters,
both from the spectral line profiles and spatially from the high resolution NIR and

MIR images.
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Appendix A:  Appendices for Chapter 2

A.1 Velocity Conventions

When converting from frequency (or wavelength) to a velocity via the Doppler
formula, the radio and optical communities use different conventions as approxima-

tions to the full relativistic conversion. The optical convention is

= =z Al
c Ao ’ (A1)
the radio convention is
V;a io Vo —V z
do = , (A.2)
c v, 1+ 2
and the relativistic convention is
V;e 1/2 _ VQ
L= 7 (A.3)
c V24?2

Therefore, combining Equations A.1 and A.2, a velocity measured in the optical
convention (Vopt) can be converted to the radio convention (Viagio) where

V;)pt

i

‘/radio =
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A galaxy with a rotation speed measured in the optical convention (V%) will result

opt
in a radio rotation speed (V% ), where
rot rot
Vrot o V;)pt + ‘/;)Pt V;)pt ~ ‘/;)pt (A 5)
radio — Vope+ Vot Voot 2Woot :
pt opt Zopt ZYopt
1 fp 1+ ’ 1+ -

to first order. The rotation velocity in the optical convention is larger than in

1

the radio convention. As an example, for a galaxy with V,,; = 4500kms™ and

Vot = 250kms™! (similar to the CALIFA galaxies), V)%, = 243kms™', so the
rotation velocity in the radio convention is smaller than in the optical convention.
For the velocity differences measured from the CO and Ha rotation curves, this
discrepancy is not negligible. To avoid this, maps should be converted to the same
convention.

Both the radio and optical convention scales become increasingly compressed
at higher redshifts (large systemic velocities), but the relativistic convention does not
suffer from this compression. Both EDGE and CALIFA reference to zero velocity,

1

so typical velocities are a few thousand kms™". Conversions to relativistic from

radio or optical by combining Equations A.2 or A.1, respectively, with Equation

A