Feedback from Active Galactic Nucleus (AGN) may play a critical role in the coevolution of galaxies and supermassive black holes (SMBH). Specifically, AGN feedback may quench star formation, suppress baryon-to-dark matter mass ratio, shape galaxy morphology, impact the circumgalactic (CGM)/intergalactic medium (IGM), and regulate SMBH accretion. One of the most important forms of AGN feedback is powerful, quasar/AGN-driven outflows. However, the physical details of these outflows, including their driving mechanism and spatial extent, are still not well constrained. In addition, while these outflows are believed to be effective in massive galaxies, their impact on dwarf galaxies \((M_\star \lesssim 10^{9.5} \, M_\odot)\) remains largely unknown. To answer these open questions, my thesis focuses on AGN feedback via quasar/AGN-driven outflows in both ultraluminous infrared galaxies (ULIRGs) and dwarf galaxies with four projects.

In the first half of my thesis, I examine the outflows in nearby ULIRGs with two objectives: In Chapter 2, I present a dedicated investigation of the highly ionized, likely pc-scale quasar/AGN winds in a sample of 21 nearby ULIRGs through \(HST/COS\) far-ultraviolet (FUV) spectroscopy.
Blueshifted Ly$\alpha$ emission is prevalent in the sample, which is probably closely related to the outflowing gas and AGN activity in these objects. Additionally, the Ly$\alpha$ escape fractions tend to be slightly larger in objects with stronger AGN and larger outflow velocities. Highly ionized O VI and N V outflows are detected in a coherently selected, AGN-dominated ULIRG sample for the first time. Together with the results from a matched quasar sample, these outflows show higher incidence rates and larger EW and velocities in X-ray weak sources and sources with high X-ray absorbing column densities, implying that these outflows are radiatively-driven. In Chapter 3, I describe a deep, Chandra imaging spectroscopy study of the nearby ULIRG Mrk 273. The data have revealed a $\sim$40 kpc $\times$ 40 kpc X-ray nebula, which is relatively hot and has a super-solar $\alpha$/Fe abundance ratio. This nebula is most likely heated and metal-enriched by outflows over time. Additionally, the existence of a dual AGN is strongly suggested by the data, and extended 1–3 keV emission are detected, likely related to the AGN photoionized gas and/or outflowing gas.

In the second half of my thesis, I turn to look at the AGN-driven outflows in dwarf galaxies: In Chapter 4, I report the results from a dedicated optical integral field spectroscopic study of a sample of eight dwarf galaxies with known AGN and suspected outflows. Fast, kpc-scale outflows are detected in seven of them. The outflows show 50-percentile (median) velocity of up to $\sim$240 km s$^{-1}$ and 80-percentile line width reaching $\sim$1200 km s$^{-1}$, in clear contrast with the more quiescent kinematics of the host gas and stellar components. The kinematics and energetics of these outflows suggest that they are primarily driven by the AGN. A small but non-negligible portion of the outflowing material likely escapes the main body of the host galaxy and contributes to the enrichment of the circumgalactic medium. The impact of these outflows on their dwarf host galaxies is similar to those taking place in the more luminous AGN with massive hosts in the low-redshift universe. In Chapter 5, I discuss the results from a pilot HST/COS spec-
troscopy program to examine three objects studied in Chapter 4. Blueshifted absorption features tracing fast outflows are detected in two of the three objects. For object J0954+47, the outflow is detected in multiple ions and is much faster than those in star-forming galaxies with similar star formation rates. The outflow velocity exceeds the escape velocity of this system, suggesting that a large fraction of the outflowing gas may escape. The outflow carries significant amount of mass, momentum and kinetic energy, which may transport material out of the galaxy more efficiently than the gas consumption by star formation. The ratio of kinetic energy outflow rate to AGN luminosity of this outflow is at least comparable to the expectation from simulations of AGN feedback.

Finally, in Chapter 6, I summarize the main results of the whole thesis, and briefly highlight several future works that may lead to a more comprehensive understanding of AGN feedback in ULIRGs and dwarf galaxies.
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Chapter 1: Introduction

1.1 Coevolution between Supermassive Black Holes and Galaxies

During the 1950s–1980s, it was heavily debated what powers a class of exceptionally luminous extragalactic objects now known as Quasar/active galactic nuclei (AGN) [e.g. Baade and Minkowski, 1954, Burbidge et al., 1963, Matthews and Sandage, 1963, Rees, 1984]. The prevailing idea was that the energy comes from the accretion of matter onto supermassive black holes (SMBHs) residing within the nuclei of galaxies, which is now widely accepted by the community. Contrary to the impression left by the “supermassive” in its name, a SMBH is, in fact, tiny when compared to the host galaxy, with a typical BH-to-host mass ratio of $\sim 0.1\%$. The sphere-of-influence radius of a SMBH is $GM_{BH}/\sigma^2 \approx 1$ to 100 pc ($M_{BH}$ is the black hole mass, and $\sigma$ is the stellar velocity dispersion of the host galaxy), in comparison the typical size of the dark matter halo of a galaxy is on the order of several hundred kpc. Therefore, it is more than surprising that a relatively tight correlation exists between the mass of the SMBH and the velocity dispersion of the galaxy or classic bulge [$M_{BH}-\sigma$ relation; e.g. Fig. 1.1; Ferrarese and Merritt, 2000, Gebhardt et al., 2000, Gültekin et al., 2009, Kormendy and Ho, 2013b]. Apparently, the SMBH and the galaxy know each other well, but how?

One important mechanism for a SMBH to affect the host galaxy is through AGN feedback. The accretion onto SMBH releases a large portion of the potential energy, which is more than
Figure 1.1: The $M_{BH}-\sigma$ relation for galaxies with dynamical measurements. The best-fit relation is shown in black line: $M_{BH} = 10^{8.12} M_\odot (\sigma/200 \text{ km s}^{-1})^{4.24}$. The method of BH mass measurement is indicated by symbol: stellar dynamical (pentagrams), gas dynamical (circles), masers (asterisks). Arrows indicate $3\sigma$ upper limits on BH mass. For clarity, error boxes are plotted only for upper limits that are close to or below the best-fit relation. The Hubble type of the host galaxy is indicated by the color of the error ellipse: elliptical (red), S0 (green), and spiral (blue). The saturation of the colors in the error ellipses or boxes is inversely proportional to the area of the ellipse or box. Sources shown in squares are not included in the fit. The mass uncertainty for NGC 4258 has been plotted much larger than its actual value so that it will show on this plot. Image credit: Gültekin et al. [2009].
enough to unbind the galaxy if the energy is well coupled to the galaxy. The binding energy
of a galaxy is on the order of $E_{gal} \simeq M_{gas} \sigma^2$, where $M_{gal}$ is the mass of the galaxy and $\sigma$ is
the velocity dispersion of it. The typical black hole mass to galaxy mass ratio, $M_{BH}/M_{gas}$ is
observed to be $\sim 1.4 \times 10^{-3}$ [Gebhardt et al., 2000, Merritt and Ferrarese, 2001, Häring and Rix,
2004] and $\sigma$ of galaxies are in general $< 400$ km s$^{-1}$. The energy released by the accretion onto
a black hole is $E_{BH} = 0.1 M_{BH} c^2$, assuming a typical radiative efficiency of 10%. Therefore,
$E_{BH}/E_{gal}$ is $M_{gas}/M_{BH} (c/\sigma)^2 \gtrsim 80$. If a portion of the energy released by the accretion is
coupled to the material within the galaxy, then the AGN can impact the host galaxy significantly.
Such process is broadly termed as AGN feedback.

1.2 AGN Feedback in a Nutshell

Broadly speaking, AGN feedback may be effective in (i) quenching the star formation [e.g.
Zubovas and King, 2012], (ii) suppressing the baryon-to-dark matter mass ratio at the higher
mass end [e.g. Croton et al., 2006], (iii) shaping galaxy morphology [e.g. Dubois et al., 2016],
(iv) impacting the circum/intergalactic medium CGM/IGM[e.g. Tumlinson et al., 2017], and
(v) regulating supermassive black hole (SMBH) accretion [Hopkins et al., 2016, Volonteri et al.,
2016]. From observations, evidence of AGN feedback have been accumulating (see Fig. 1.2 for
a list of major observational evidence of AGN feedback). In (semi)analytic models and modern
numerical simulations, AGN feedback has been modeled carefully to reproduce the physical
properties of massive galaxies we see today [e.g. Silk and Rees, 1998, Di Matteo et al., 2005,
Hopkins et al., 2006, Sijacki et al., 2007, Somerville et al., 2008, Booth and Schaye, 2009, Schaye
et al., 2015, Weinberger et al., 2017, Nelson et al., 2019].
Table 1 Observational evidence for AGN feedback

<table>
<thead>
<tr>
<th>Evidence</th>
<th>Quality</th>
</tr>
</thead>
<tbody>
<tr>
<td>High-velocity broad absorption lines in quasars</td>
<td>Strong</td>
</tr>
<tr>
<td>Strong winds in AGN</td>
<td>Strong</td>
</tr>
<tr>
<td>1,000 km s(^{-1}) galactic outflows</td>
<td>Strong</td>
</tr>
<tr>
<td>Bubbles and ripples in brightest cluster galaxies</td>
<td>Strong</td>
</tr>
<tr>
<td>Giant radio galaxies</td>
<td>Strong</td>
</tr>
<tr>
<td>Lack of high star-formation rate in cool cluster cores</td>
<td>Indirect</td>
</tr>
<tr>
<td>(M-\sigma) relation</td>
<td>Indirect</td>
</tr>
<tr>
<td>Red and dead galaxies</td>
<td>Indirect</td>
</tr>
<tr>
<td>Lack of high lambda, moderate (N_H), quasars</td>
<td>Indirect</td>
</tr>
<tr>
<td>Steep (L-T) relation in low (T) clusters and groups</td>
<td>Indirect</td>
</tr>
</tbody>
</table>

Figure 1.2: A summary of major observational evidence for AGN feedback. Image credit: Fabian [2012]

Two major modes of AGN feedback have been explored extensively in past and current studies: The first mode is the quasar-mode or radiative mode, where a luminous quasar drives a fast and energetic galactic outflow that either expel the gas out of the galaxy and/or heat the gas within the galaxy to suppress the star formation within the system. The second mode is the radio-mode or maintenance mode, where the radio jets launched by the AGN heat the hot gas in the intra-cluster medium (ICM), intra-group medium (IGM) or the interstellar medium (ISM) of massive galaxies and prevent the hot gas from cooling and eventually forming new stars.

1.3 Quasar-mode AGN Feedback

The quasar-mode/radiative-mode feedback though quasar/AGN-driven outflows is the focus of this thesis.

A simple calculation assuming momentum balance suggests that quasar-mode feedback may lead to the observed form of the \(M_{BH}-\sigma\) relation where approximately \(M_{BH} \propto \sigma^4\). As pointed out by Silk and Rees [1998, and references therein], the Eddington luminosity of a SMBH...
is \( L_{Edd} = 4\pi G M_{BH} m_p c / \sigma_T \), where the spherically-symmetric accretion onto the SMBH under gravity is balanced by the radiation pressure. Here \( G \) is the Gravitational constant, \( M_{BH} \) is the mass of the SMBH, \( m_p \) is the proton mass, \( c \) is the speed of light, and \( \sigma_T \) is the cross-section of Thomson scattering. Imagining that the radiation pressure \( (L_{Edd}/c) \) from an Eddington-limited quasar has swept the gas, of mass \( M_{gas} = f M_{gal} \), all the way to the edge of the galaxy (which is in principle a galaxy-wide outflow), then the balance between the outward radiation force and the inward one due to gravity gives

\[
\frac{4\pi G M_{BH} m_p}{\sigma_T} = \frac{L_{Edd}}{c} = \frac{G M_{gal} M_{gas}}{r^2} = \frac{f G M_{gal}^2}{r^2} = \frac{f G}{r^2} \left( \frac{2 \sigma^2 r}{G} \right)^2
\]

So \( M_{BH} = \frac{f \sigma_T}{\pi G^2 m_p} \sigma^4 \) where \( \sigma \) is the velocity dispersion of the galaxy, \( M_{gal} \) is the mass of the galaxy, \( M_{gas} \) is the mass of the swept gas which is a fraction, \( f \), of \( M_{gal} \). For the last equality above, the galaxy is assumed to be isothermal with a radius \( r \).

Evidence of quasar-mode feedback has been accumulating rapidly over the past decades. Energetic AGN-driven outflows are observed in low-redshift quasars and Seyfert galaxies [e.g. Veilleux, 1991, Crenshaw and Kraemer, 2000, Crenshaw et al., 2010, Liu et al., 2013b, Zakamska and Greene, 2014, Wylezalek et al., 2020], luminous quasars at the peak of cosmic star formation [e.g. Harrison et al., 2012, Carniani et al., 2015, Zakamska et al., 2016b, Bischetti et al., 2017, Brusa et al., 2018], and all the way to \( z \gtrsim 6 \) quasars at the end of reionization era [e.g. Maiolino et al., 2012, Bischetti et al., 2019, 2022]. Such outflows are observed to range from the \(<kpc\), fast quasar-wind traced by ultra-fast outflows (UFO) and warm absorbers [WA; e.g. Tombesi et al., 2010, 2015, Nardini et al., 2015, King and Pounds, 2015], and broad absorption lines (BAL) and
narrow absorption lines [NAL; e.g. Hamann et al., 1997b, 2002, Trump et al., 2006, Arav et al., 2008, Knigge et al., 2008, Hamann et al., 2011, Gibson et al., 2009, Allen et al., 2011] to kpc-scale galactic winds in ionized [e.g. Liu et al., 2013a,b, Harrison et al., 2014, Westmoquette et al., 2013, Ramos Almeida et al., 2019], neutral [e.g. Rupke and Veilleux, 2011, 2013a,b, 2015, Morganti et al., 2016, Rupke et al., 2017] and molecular phases [e.g. Veilleux et al., 2013a, González-Alfonso et al., 2014, Cicone et al., 2014, Feruglio et al., 2015, Aalto et al., 2015, Veilleux et al., 2017, 2020], likely blending seamlessly with the circumgalactic medium [CGM; e.g. Tumlinson et al., 2017].

Despite the decades of effort devoted by the community, the physical details and effectiveness of quasar-mode feedback is still under debate. For example, the driving mechanism of the quasar wind is still unsettled [e.g. Zubovas and King, 2014, Faucher-Giguère and Quataert, 2012, Richings and Faucher-Giguère, 2018a,b, Ishibashi et al., 2018]; the impact from quasar-driven outflows on the interstellar medium of galaxies may be limited [Husemann et al., 2013, 2016, Karouzos et al., 2016, Villar-Martín et al., 2016, Bae et al., 2017]; the CGM may be “vulnerable” to quasar-driven outflows [e.g. Veilleux et al., 2014, Tumlinson et al., 2017, Liu et al., 2019]; the existence of quasar-mode feedback in the first generation of massive galaxies is controversial [e.g. Novak et al., 2020]. We are still lack of a comprehensive understanding of quasar-mode feedback (and more broadly, AGN feedback).
1.4 Quasar-driven Outflows in Ultraluminous Infrared Galaxies (Chapter 2 & 3)

In the local universe, AGN-dominated ultraluminous infrared galaxies (ULIRGs; they are defined as galaxies with total infrared luminosity $L_{IR} \geq 1 \times 10^{12} L_\odot$, and they are giant systems with mass $\simeq 1$–$3 M_\odot$) are arguably the best laboratories to examine AGN feedback in the form of quasar-driven outflow. In a popular galaxy evolution model, the merging of two gas-rich star-forming galaxies will lead to an early type galaxies with little star formation. In this process, there is a ULIRG phase in the late merging stage where strong AGN feedback via outflows driven by the quasars (likely buried in dust) will expel the gas outflow of the system or heat the gas within it, so that the star formation will be largely quenched, leaving the galaxy “red and dead” [e.g. Sanders et al., 1988, Hopkins et al., 2006].

Energetic, kpc-scale outflows are indeed frequently observed in such systems in ionized, neutral and molecular phases [e.g. Fig. 1.3; Rupke et al., 2005a,b,c, Sturm et al., 2011, Veilleux et al., 2013a, Spoon et al., 2013, González-Alfonso et al., 2014, Feruglio et al., 2015, Aalto et al., 2015, Stone et al., 2016], suggesting effective, on-going quasar-mode feedback. However, the properties of both the nuclear, $<kpc$ portion and the large-scale, $\gtrsim 10$ kpc portion of such quasar-driven outflows are largely unknown. As a result, two critical questions remain unanswered:

1.4.1 How Are Quasar-driven Outflows Launched? (Chapter 2)

A complete picture of AGN feedback in ULIRGs relies crucially on the knowledge of how the accretion energy released is coupled to the ambient gas near the quasar/AGN and drives the
Figure 1.3: Neutral gas outflow in the nearby quasar/ULIRG Mrk 231. The colored map shows the spatially resolved velocity field of the Na I D absorption line from Rupke and Veilleux [2011], which traces outflow extending from the nucleus up to 2–3 kpc in all directions (as projected in the plane of the sky). The central QSO is masked by the black filled circle, and the radio jet axis is indicated by the red solid lines. Image credit: Rupke and Veilleux [2011].
outflow outwards. It is the nuclear (<kpc) outflows that may be used to decide how those powerful quasar/AGN winds are launched. For example, in a popular blast-wave model for quasar-mode feedback, a fast, nuclear, hot wind shocks the surrounding ISM, which then eventually cools to reform the molecular gas after having acquired a significant fraction of the kinetic energy of the initial hot wind [e.g. Faucher-Giguère and Quataert, 2012, Richings and Faucher-Giguère, 2018a,b]. The detection of the nuclear, warm-hot (T \(\sim\) 10^{5.5} K; most likely traced by O VI \(\lambda\lambda 1032, 1038\), N V \(\lambda\lambda 1238, 1243\), and perhaps traced by Ly\(\alpha\)) outflow phase associated with the cooling shocked ISM is critical to confirm this scenario.

In ULIRGs, the nuclear region is usually heavily obscured. The nuclear outflows cannot be observed easily and has thus not been examined systematically with a coherent sample. As a result, it is not entirely clear how the dust enshrouded quasars/AGN drive the observed kpc-scale outflows in these systems. To shed new light on this issue, in Chapter 2, I present a dedicated investigation of the blueshifted Ly\(\alpha\) emission likely closely related to the outflow and the highly ionized, <kpc scale, O VI \(\lambda\lambda 1032, 1038\) and N V \(\lambda\lambda 1238, 1243\) outflows in a sample of nearby AGN-dominated ULIRGs through HST/COS far-ultraviolet (FUV) spectroscopy.

1.4.2 How Far Can Quasar-driven Outflows Reach? (Chapter 3)

The ultimate spatial extent of the outflows in ULIRGs is also not well constrained. Detecting outflows on large spatial scale (\(\gtrsim\) 10 kpc) is vital to determine how much gas may escape the system, which is a key evaluation for the effectiveness of AGN feedback. It will also reveal the amount of energy injected into the CGM and the amount of metals available to enrich it. There is an emerging scenario that the star formation activity within the galaxy is heavily affected by
the properties of the CGM, the critical interface through which gas flows inwards from the ICM and flows outwards from the ISM [Tumlinson et al., 2017]. An investigation of the impact from outflows on CGM contributes to our understanding of the baryon cycle of galaxies and the rise-and-fall of star formation activities over time. The low surface brightness nature of the outflowing gas breaking out from the interstellar medium requires deep observations. To depict the fate of outflowing gas, in Chapter 3, I describe a case study of the giant, X-ray emitting gaseous halo around a nearby ULIRG with deep Chandra imaging spectroscopy. In addition, the deep X-ray data also reveal the dual AGN activity and hot, X-ray emitting gas on kpc-scale in this object.

1.5 AGN Feedback in the Dwarf Galaxy Regime? (Chapter 4 & 5)

So far, the discussion of AGN feedback in literature has mainly been confined to massive galaxies (e.g., see Fig. 1.4). Feedback from stellar processes, with stellar wind and supernovae as the two most popular mechanisms, are deemed important in the evolution of dwarf galaxies. The feasibility of AGN feedback in dwarf galaxies may be overlooked, which is resulted from at least two reasons: on the one hand, only a small fraction of dwarf galaxies are found to host AGN [See Greene et al., 2019, for a recent review], and on the other hand, stellar feedback seems adequate to explain many of the observed dwarf galaxy properties [see Heckman and Thompson, 2017, for a recent review]. Furthermore, while many modern cosmological simulations suggest no clear requirement of AGN feedback in dwarf galaxies, it is primarily stemmed from the fact that no black holes, and thus no AGN are “formed” in low mass galaxies in such simulations. Nevertheless, a series of recent analytic evaluations emphasize the likely importance of AGN feedback in dwarf galaxies [e.g. Silk, 2017]. Dedicated simulations carefully putting AGN in
Figure 1.4: The stellar mass to dark matter halo mass ratio as a function of halo mass from three different runs of the simulation in Somerville et al. [2008] and from the semi-empirical relationship obtained in Moster et al. [2013]. The shaded region shows the 16th and 84th percentiles of the fiducial model that includes feedback from AGN and star formation (SF). The right y-axis shows the efficiency for turning baryons into stars ($M_{\text{stellar}}/[f_b \times M_{\text{halo}}]$). In low mass haloes, the stellar feedback reduces the efficiency of converting baryons into stars. In massive haloes, AGN feedback is required in order to reduce the efficiency. Image credit: Harrison et al. [2018].
dwarf galaxies and considering their feedback do suggest tantalizing evidence for AGN feedback in those dwarf systems [e.g. Koudmani et al., 2019, 2020].

AGN do exist in dwarf galaxies, and the number of new discoveries keeps accumulating. In addition, recent studies have revealed increasing number of AGN in dwarf galaxies, and evidence exists that stellar feedback alone may not be able to reproduce certain properties of the present-day dwarf galaxies as expected [e.g. Garrison-Kimmel et al., 2013, McQuinn et al., 2019]. It is thus interesting to ask whether AGN feedback plays a role in the formation and evolution of dwarf galaxies. In Chapter 4 and Chapter 5, I present two pilot studies to explore this issue. In Chapter 4, I report a ground-based integral field spectroscopy survey (IFS) survey dedicated to examining the gas kinematics and dynamics in a sample of dwarf galaxies with AGN and suspected outflows. In Chapter 5, I describe an HST/COS FUV spectroscopy study of the absorption-feature traced outflows in three objects from the sample examined in Chapter 4.

1.6 Thesis Outline

Here I lay out again the three main questions addressed by this thesis:

• How are quasar-driven outflows launched in ULIRGs? (Chapter 2)

• How far can outflows reach in ULIRGs? (Chapter 3)

• Is there AGN Feedback in the dwarf galaxy regime? (Chapter 4 and 5)

The rest of the thesis is organized as follows. In Chapter 2, I present a dedicated investigation of the blueshifted Lyα emission and highly ionized O vi λλ1032, 1038 and N v λλ1238, 1243 outflows in a sample of nearby AGN-dominated ULIRGs through HST/COS FUV spec-
troscopy. In Chapter 3, I describe a case study of the giant, X-ray-emitting gaseous halo around a nearby ULIRG, as well as the dual AGN activity and hot ISM of the ULIRG, with deep Chandra imaging spectroscopy. In Chapter 4, I report a ground-based optical IFS survey dedicated to examining the gas kinematics and dynamics in a sample of dwarf galaxies with AGN and suspected outflows. In Chapter 5, I describe an HST/COS FUV spectroscopic study of the outflows and He II λ1640 emission lines in three objects from the sample examined in Chapter 4. Finally, in Chapter 6, I summarize the main conclusions of the whole thesis and lay out several paths forward.
Chapter 2: Lyman Alpha Emission and Highly Ionized O VI and N V Outflows in Ultraluminous Infrared Galaxies

2.1 Introduction

Major mergers of gas-rich galaxies, both near and far, are the paradise for magnificent starbursts and rapid growth of supermassive black holes. In the local universe, the majority of the ultraluminous infrared galaxies (ULIRGs) are mergers of gas-rich galaxies. The merger process drives the gas and dust to the central region of the system, fueling the (circum)nuclear starbursts and the rapid accretion of the supermassive black holes. As described by a popular evolution scenario, the merger system advances from the ULIRG phase to the dusty quasar phase, and then to a fully-exposed quasar phase, with the gas and dust either transformed into stars or expelled and/or heated by the galactic winds triggered by the quasar and starburst activities [e.g., Sanders et al., 1988, Veilleux et al., 2009b, Hickox and Alexander, 2018]. The ubiquity of galactic winds in local ULIRGs, dusty quasars, and luminous post-starburst galaxies supports this scenario. The observed winds extend over a large physical scale, from fast, nuclear winds on \( \lesssim \) pc scales all the way to galactic winds reaching \( \gtrsim \) 10 kpc, blending smoothly with the circumgalactic medium [e.g., Martin, 2005, Rupke et al., 2005c, Martin, 2006, Tremonti et al., 2007, Martin and Bouché, 2009, Sturm et al., 2011, Rupke and Veilleux, 2013b, Veilleux et al., 2013c,b, Cicone et al., 2014, ...]
Veilleux et al., 2014, Tombesi et al., 2015, Rupke et al., 2017, Liu et al., 2019, Fluetsch et al., 2019, 2020, Lutz et al., 2020, Veilleux et al., 2020, for a review.

While the cooler, neutral and/or molecular phases on larger scale (≳kpc) often dominate the outflow energetics, it is the hotter, ionized phase of the wind that serves as the best probe for the driving mechanism of these winds. ULIRG F11119+3257, arguably the best example so far, possesses a massive, galactic scale (1–10 kpc) molecular and neutral-gas outflow apparently driven by the fast (>0.1 c), highly ionized (Fe XXV and Fe XXVI at ∼7 keV) nuclear wind [Tombesi et al., 2015, 2017, Veilleux et al., 2017]. While this result is intriguing, the faintness of the majority of ULIRGs at ∼ 7 keV, unlike many quasars, has impeded a statistically meaningful study of this phenomenon in most ULIRGs with current X-ray facilities.

The superb far-ultraviolet (FUV) sensitivity of the Cosmic Origins Spectrograph (COS) on the Hubble Space Telescope (HST) provides a powerful alternative tool for such study in the low-z universe. Rest-frame FUV spectroscopy has enabled a comprehensive study of the multi-phase nature of outflows, built upon the abundant spectral features arising from the high-ionization, low-ionization, and neutral phases of the outflowing gas [e.g., Chisholm et al., 2015, Tripp et al., 2011, Heckman et al., 2015, Hamann et al., 2019, Arav et al., 2020]. Up to now, only about a dozen ULIRGs have been studied with HST/COS data, but the results are fascinating. In Mrk 231, highly blueshifted Lyα emission (with respect to systemic velocity) is observed to coincide in velocity with the highly blueshifted absorption features tracing the fast outflow in this galaxy, suggesting an outflow-related origin for the Lyα emission [Veilleux et al., 2013c, 2016]. With a larger sample of 11 ULIRGs, Martin et al. [2015, hereafter M15] have shown that prominent, blueshifted Lyα emission down to −1000 km s⁻¹ exists in about half of the objects, and they argued that the blueshifted Lyα emission originates from the clumps of gas condensing out of hot
winds driven by the central starbursts [Thompson et al., 2016]. In addition, blueshifted absorption features from high-ionization species like O$^{5+}$ and/or N$^{4+}$ (114 and 77 eV are needed to produce these ions, respectively) and low-ionization species like Si$^+$ and Fe$^+$ are also detected in a few objects, providing unambiguous evidence of outflowing gas.

Despite the tantalizing evidence of FUV-detected outflows in the ULIRGs described above, the sample examined so far is small and incomplete, where AGN-dominated ULIRGs and matched quasars are largely missing. To address this issue, we have selected a more complete sample of ULIRGs and quasars to systematically study the gaseous environments along the merger sequence, from ULIRGs to quasars. In Veilleux et al. [2022] (hereafter Paper I), we presented the results from the first part of our study, focused on the highly-ionized gas outflows, traced by O VI $\lambda\lambda$ 1032, 1038 and N V $\lambda\lambda$ 1238, 1243 absorption features, in a sample of 33 local quasars. We found that the O VI and N V outflows are present in $\sim$61% of the sample, and the incidence rate and equivalent widths (EWs) of these highly ionized outflows are higher among X-ray weak or absorbed sources. Similarly, the flux-weighted outflow velocity dispersions are also the highest among the X-ray weakest sources. However, no significant correlation is visible between the flux-weighted outflow velocities/velocity dispersions and the other properties of the quasars and host galaxies.

In this paper, we report the results from an analysis of the Ly$\alpha$ emission and O VI and N V absorption features of the 21 ULIRGs in the sample $^1$, expanding on the results from Paper I by considering the combined ULIRG + quasar sample. In Sec. 2.2, we describe the HST/COS observations of the ULIRG sample, the reduction of the data sets, and the ancillary data from the

$^1$While FUV studies analyze Si IV and C IV transitions along with the lines of O VI and N V, our spectra do not cover the Si IV and C IV doublets at the target redshifts.
literature. In Sec. 2.3, we present the analysis of the FUV spectra of the ULIRGs, focusing on \( \text{Ly}\alpha \) emission in the first part and the O VI and N V absorption features in the second. In Sec. 2.4, we discuss the potential key factors that control the observed \( \text{Ly}\alpha \) properties, and in Sec. 2.5, we examine the incidence rates and properties of the O VI and N V outflows. In Sec. 2.6, we search for trends between the O VI and/or N V outflow properties and the AGN/galaxy properties in the ULIRG+quasar sample. In Sec. 2.7, we summarize the main results of this paper. Throughout the paper, we adopt a \( \Lambda \)CDM cosmology with \( H_0 = 75 \text{ km s}^{-1} \text{ Mpc}^{-1} \), \( \Omega_m = 0.3 \), and \( \Omega_\Lambda = 0.7 \).

2.2 HST and Ancillary Data on the ULIRGs
Table 2.1. Basic Properties of the ULIRGs in the Sample

<table>
<thead>
<tr>
<th>Name</th>
<th>Short Name</th>
<th>$z$</th>
<th>log($L_{bol}$/L$_\odot$)</th>
<th>Spectral Type</th>
<th>Merger Class</th>
<th>AGN Fraction (AB)</th>
<th>m$_{FU}$</th>
<th>log(SX)</th>
<th>log(HX)</th>
<th>log($\lambda L_{1125}$)</th>
<th>$\alpha_{UV,X}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>F01004-2237</td>
<td>F01004</td>
<td>0.117701</td>
<td>12.36</td>
<td>HII</td>
<td>V</td>
<td>55</td>
<td>18.5</td>
<td>41.0</td>
<td>42.1</td>
<td>...</td>
<td>44.2</td>
</tr>
<tr>
<td>QSO-B0157+001</td>
<td>Mk 1014</td>
<td>0.16311</td>
<td>12.70</td>
<td>S1</td>
<td>IVb</td>
<td>73$^{+24}_{-27}$</td>
<td>16.6</td>
<td>43.92</td>
<td>43.83</td>
<td>43.86</td>
<td>&lt;0.009</td>
</tr>
<tr>
<td>F04103-2838</td>
<td>F04103</td>
<td>0.117464</td>
<td>12.30</td>
<td>L</td>
<td>IVb</td>
<td>49</td>
<td>20.2</td>
<td>41.8</td>
<td>42.1</td>
<td>42.9</td>
<td>&lt;0.009</td>
</tr>
<tr>
<td>F05189-2524</td>
<td>F05189</td>
<td>0.04288</td>
<td>12.22</td>
<td>S2</td>
<td>IVb</td>
<td>71</td>
<td>19.1</td>
<td>43.4</td>
<td>43.4</td>
<td>43.2</td>
<td>52.2</td>
</tr>
<tr>
<td>F07599+6508</td>
<td>F07599</td>
<td>0.1483</td>
<td>12.58</td>
<td>S1</td>
<td>IVb</td>
<td>75</td>
<td>17.6</td>
<td>43.5</td>
<td>43.5</td>
<td>43.2</td>
<td>&lt;0.009</td>
</tr>
<tr>
<td>F08572+3915NW</td>
<td>F08572</td>
<td>0.0584</td>
<td>12.22</td>
<td>L</td>
<td>IIb</td>
<td>72</td>
<td>19.1</td>
<td>40.0</td>
<td>41.4</td>
<td>41.4</td>
<td>52.2</td>
</tr>
<tr>
<td>F11119+3257</td>
<td>F11119</td>
<td>0.189</td>
<td>12.64</td>
<td>S1</td>
<td>IVb</td>
<td>80</td>
<td>21.4</td>
<td>44.2</td>
<td>44.2</td>
<td>44.2</td>
<td>1.71</td>
</tr>
<tr>
<td>Z11598-0112</td>
<td>Z11598</td>
<td>0.150694</td>
<td>12.49</td>
<td>S1</td>
<td>IVb</td>
<td>74</td>
<td>17.9</td>
<td>43.6</td>
<td>43.1</td>
<td>44.6</td>
<td>...</td>
</tr>
<tr>
<td>F12072-0444</td>
<td>F12072</td>
<td>0.128360</td>
<td>12.45</td>
<td>S2</td>
<td>IIb</td>
<td>65</td>
<td>20.5</td>
<td>41.4</td>
<td>41.2</td>
<td>&lt;0.01</td>
<td>42.9</td>
</tr>
<tr>
<td>3C 273</td>
<td>3C 273</td>
<td>0.158339</td>
<td>13.03</td>
<td>S1</td>
<td>IVb</td>
<td>95$^{+5}_{-13}$</td>
<td>13.3</td>
<td>45.49</td>
<td>45.742</td>
<td>&lt;0.01</td>
<td>46.5</td>
</tr>
</tbody>
</table>
2.2.1 HST/COS G130M Observations of ULIRGs

Our sample is selected based on three criteria: (1) They are part of the 1-Jy sample of 118 local ULIRGs with \( z < 0.3 \) and \(|b| > 30^\circ\) [hence modest Galactic extinctions; Kim and Sanders, 1998a]; (2) In order to address the role of AGN feedback in these systems, the ULIRGs have AGN signatures in the optical (AGN Type 1 or 2) or in the mid-infrared [Spitzer-derived AGN bolometric fraction \( \gtrsim 40\% \); Veilleux et al., 2009b]. (3) They are the FUV-brightest ULIRGs of the 1-Jy sample with FUV magnitudes (AB) \( m_{\text{FUV}} \lesssim 21 \). These criteria result in a sample of 21 objects (Table 5.1): 15 of which were observed through the HST cycle 26 program (PID:15662; PI: Sylvain Veilleux), and the remaining 6 objects have archival COS G130M spectra of sufficient quality from three programs (PID: 12533, PI: C. Martin; PID: 12569, PI: S. Veilleux; PID: 12038: PI: J. Green). Among these 6 objects, QSO-B0157+001, 3C 273, and Mrk 231 were also studied in Paper I as they meet the criteria for QUEST quasars, and F01004−2237, Z11598−0112, and F12072−0444 were also studied in M15. In the following sections, we adopt the short names listed in Table 5.1 when referring to the objects in our sample.

The Cycle 26 HST/COS spectra presented in this paper were obtained in TIME-TAG mode through the PSA using the medium resolution FUV grating, G130M. Four focal plane offset positions were adopted to reduce the impact of fixed-pattern noise associated with the microchannel plate. We got all four FP-POS settings for all targets, except for targets F04103, F14070, F21219, and F23233 with a central wavelength of 1291 Å. For these objects, we followed the COS2025 recommendations and used FP-POS = 3 and 4 to get equal exposures for segments A and B. The wavelength setting was adjusted according to the redshift of the target and was selected to optimize the number of strong lines that can be observed with G130M. At all but the
Table 2.1 (cont’d)

<table>
<thead>
<tr>
<th>Name</th>
<th>Short Name</th>
<th>z</th>
<th>log($L_{bol}$/$L_\odot$)</th>
<th>Spectral Type</th>
<th>Merger Class</th>
<th>AGN Fraction (AB)</th>
<th>log(SX) [erg s$^{-1}$]</th>
<th>log(HX) [erg s$^{-1}$]</th>
<th>N$_{H}$ (X-ray) [10$^{22}$ cm$^{-2}$]</th>
<th>log($\lambda L_{1125}$)</th>
<th>$\alpha_{UV,X}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mrk 231</td>
<td>Mrk 231</td>
<td>0.0422c</td>
<td>12.61</td>
<td>S1</td>
<td>IVb</td>
<td>71$^{+7}_{-7}$</td>
<td>19.0</td>
<td>42.13$^{+0.01}_{-0.04}$</td>
<td>42.58$^{+0.01}_{-0.01}$</td>
<td>9.5$^{+2.3}_{-1.9}$</td>
<td>42.7</td>
</tr>
<tr>
<td>F13218+0552</td>
<td>F13218</td>
<td>0.2047b</td>
<td>12.68</td>
<td>S1</td>
<td>V</td>
<td>83</td>
<td>19.4</td>
<td>42.2</td>
<td>42.7</td>
<td>0.17</td>
<td>43.8</td>
</tr>
<tr>
<td>F13305−1739</td>
<td>F13305</td>
<td>0.14835b</td>
<td>12.27</td>
<td>S2</td>
<td>V</td>
<td>88</td>
<td>19.5</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>Mrk 273</td>
<td>Mrk 273</td>
<td>0.03778b</td>
<td>12.24</td>
<td>S2</td>
<td>IVb</td>
<td>46</td>
<td>18.6</td>
<td>42.7</td>
<td>43.0</td>
<td>41.3</td>
<td>42.0</td>
</tr>
<tr>
<td>F14070+0525</td>
<td>F14070</td>
<td>0.26438b</td>
<td>12.84</td>
<td>S2</td>
<td>V</td>
<td>41</td>
<td>21.0</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>F15001+1433:E</td>
<td>F15001</td>
<td>0.162746b</td>
<td>12.51</td>
<td>S2</td>
<td>TpI</td>
<td>43</td>
<td>20.3</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>F15250+3608</td>
<td>F15250</td>
<td>0.0551b</td>
<td>12.12</td>
<td>L</td>
<td>IVa</td>
<td>45</td>
<td>18.5</td>
<td>43.1</td>
<td>42.8</td>
<td>132</td>
<td>42.7</td>
</tr>
<tr>
<td>F16156+0146 NW</td>
<td>F16156</td>
<td>0.132c</td>
<td>12.19</td>
<td>S2</td>
<td>IIIb</td>
<td>77</td>
<td>20.9</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>F21219−1757</td>
<td>F21219</td>
<td>0.1127c</td>
<td>12.17</td>
<td>S1</td>
<td>V</td>
<td>78</td>
<td>17.3</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>F23060+0505</td>
<td>F23060</td>
<td>0.173c</td>
<td>12.50</td>
<td>S2</td>
<td>IVb</td>
<td>75</td>
<td>20.2</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>F23233−2817</td>
<td>F23233</td>
<td>0.114009b</td>
<td>12.06</td>
<td>S2</td>
<td>Iso</td>
<td>72</td>
<td>20.9</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

Note. — Column (1): Name of the object; Column (2): Short names of the objects adopted in this paper; Column (3): Redshift. The label on the upper-right corner of each entry indicates the reference of the redshift. $a$: Based on the narrow optical emission lines from Martin et al. [2015]. $b$: The best redshift adopted by NASA/IPAC Extragalactic Database. $c$: Based on the narrow optical emission lines from Rupke et al. [2017]. $d$: Based on the narrow optical emission lines from Rupke and Veilleux [2013a]. $e$: Based on the optical emission lines from Kim and Sanders [1998b]. Column (4): Log of bolometric luminosity in solar units based on. For ULIRGs, we assumed $L_{bol}=1.15 L_{IR}$ where $L_{IR}$ is the 8-1000 µm infrared luminosity from Kim and Sanders [1998b]. For the QUEST quasars, we assumed $L_{bol}=7 L_{5100}$ where $L_{5100}$ is the 8-1000 µm infrared luminosity from Netzer et al. [2007]. Column (5): Optical spectral type from Veilleux et al. [1999]; S1 means Seyfert 1, S2 means Seyfert 2, L means LINER, HII means star-forming. Column (6): Interaction class from Veilleux+02: I–First approach, II–First contact, III(ab)-Pre-merger (Wide binary/Close binary), IV(ab)-Merger (Diffuse/Compact), V–Old Merger, Iso–Isolated, Tp–triplet. Column (7): Fraction (in percentage) of the bolometric luminosity produced by the AGN, based on the mean values derived in Veilleux et al. [2009b]. The typical uncertainties are 10–15%. Column (8): FUV AB magnitudes from GALEX. Column (9): Soft (0.5–2 keV) X-ray luminosity. For X-ray related quantities (Column (9), (10), (11) and (13), different rows = different observations dates. The references for these quantities are described in Sec. 2.2.3.2. The errors are omitted whenever they are not available from the literature or public data; Column (10) Hard (2–10 keV) X-ray luminosity; Column (11): The X-ray absorbing column density in units of 10$^{22}$ cm$^{-2}$; Column (12): Monochromatic continuum luminosity at the rest-frame 1125 Å; Column (13): X-ray-to-UV index, $\alpha_{UV,X}$, as defined in Sec. 2.2.3.2.
Table 2.2. Summary of the HST/COS G130M Observations

<table>
<thead>
<tr>
<th>Name</th>
<th>PID</th>
<th>PI</th>
<th>Date</th>
<th>R.A. (5)</th>
<th>Dec. (6)</th>
<th>Wavelength Coverage (7)</th>
<th>t exp (8)</th>
</tr>
</thead>
<tbody>
<tr>
<td>F01004</td>
<td>12533</td>
<td>C. Martin</td>
<td>2011-12-03</td>
<td>01 02 49.9631</td>
<td>−22 21 57.02</td>
<td>1137-1274/1292-1432</td>
<td>1716</td>
</tr>
<tr>
<td>Mrk 1014</td>
<td>12569</td>
<td>S. Veilleux</td>
<td>2012-01-25</td>
<td>01 59 50.250</td>
<td>+00 23 41.30</td>
<td>1154-1468</td>
<td>1961</td>
</tr>
<tr>
<td>F04103</td>
<td>15662</td>
<td>S. Veilleux</td>
<td>2020-01-23</td>
<td>12 19 41.3</td>
<td>−28 30 24.64</td>
<td>1137-1274/1292-1432</td>
<td>10798</td>
</tr>
<tr>
<td>F05189</td>
<td>15662</td>
<td>S. Veilleux</td>
<td>2019-07-18</td>
<td>05 21 01.388</td>
<td>−25 21 45.10</td>
<td>1069-1207/1223-1363</td>
<td>7802</td>
</tr>
<tr>
<td>F07599</td>
<td>15662</td>
<td>S. Veilleux</td>
<td>2019-02-21</td>
<td>04 30 48.7</td>
<td>+64 59 52.75</td>
<td>1173-1312/1328-1468</td>
<td>2148</td>
</tr>
<tr>
<td>F08572</td>
<td>15662</td>
<td>S. Veilleux</td>
<td>2019-10-17</td>
<td>00 25.281</td>
<td>+39 03 54.83</td>
<td>1069-1207/1223-1363</td>
<td>7906</td>
</tr>
<tr>
<td>F11119</td>
<td>15662</td>
<td>S. Veilleux</td>
<td>2020-01-20</td>
<td>14 38 90.8</td>
<td>+32 41 33.04</td>
<td>1173-1312/1328-1468</td>
<td>13537</td>
</tr>
<tr>
<td>Z11598</td>
<td>12533</td>
<td>C. Martin</td>
<td>2011-11-18</td>
<td>12 02 26.7505</td>
<td>−01 29 15.49</td>
<td>1154-1468</td>
<td>1304</td>
</tr>
<tr>
<td>F12072</td>
<td>15662</td>
<td>S. Veilleux</td>
<td>2013-01-24</td>
<td>12 09 45.1000</td>
<td>−05 01 13.20</td>
<td>1137-1448</td>
<td>1176</td>
</tr>
<tr>
<td>3C 273</td>
<td>12038</td>
<td>J. Green</td>
<td>2012-04-22</td>
<td>12 29 06.695</td>
<td>+02 03 08.66</td>
<td>1137-1408</td>
<td>4515</td>
</tr>
<tr>
<td>Mrk 231</td>
<td>12569</td>
<td>S. Veilleux</td>
<td>2011-10-15</td>
<td>12 56 14.111</td>
<td>+56 52 24.70</td>
<td>1154-1468</td>
<td>12851</td>
</tr>
<tr>
<td>F13218</td>
<td>15662</td>
<td>S. Veilleux</td>
<td>2020-05-21</td>
<td>24 19 89.7</td>
<td>+05 37 05.06</td>
<td>1069-1207/1223-1363</td>
<td>7742</td>
</tr>
<tr>
<td>F13305</td>
<td>15662</td>
<td>S. Veilleux</td>
<td>2019-12-17</td>
<td>33 16 52.9</td>
<td>−17 55 10.52</td>
<td>1173-1312/1328-1468</td>
<td>7776</td>
</tr>
<tr>
<td>Mrk 273</td>
<td>15662</td>
<td>S. Veilleux</td>
<td>2019-07-23</td>
<td>13 44 42.080</td>
<td>+55 53 12.99</td>
<td>1069-1207/1223-1363</td>
<td>4086</td>
</tr>
<tr>
<td>F14070</td>
<td>15662</td>
<td>S. Veilleux</td>
<td>2020-06-30</td>
<td>09 31 24.9</td>
<td>+05 11 31.45</td>
<td>1137-1274/1292-1432</td>
<td>13377</td>
</tr>
<tr>
<td>F15001</td>
<td>15662</td>
<td>S. Veilleux</td>
<td>2020-03-01</td>
<td>02 31 93.6</td>
<td>+14 21 35.15</td>
<td>1173-1312/1328-1468</td>
<td>10719</td>
</tr>
<tr>
<td>F15250</td>
<td>15662</td>
<td>S. Veilleux</td>
<td>2019-07-11</td>
<td>26 59 46.3</td>
<td>+35 58 37.47</td>
<td>1069-1207/1223-1363</td>
<td>4951</td>
</tr>
<tr>
<td>F16156</td>
<td>15662</td>
<td>S. Veilleux</td>
<td>2020-07-08</td>
<td>18 09 42.6</td>
<td>+01 39 21.66</td>
<td>1173-1312/1328-1468</td>
<td>13346</td>
</tr>
<tr>
<td>F21219</td>
<td>15662</td>
<td>S. Veilleux</td>
<td>2019-04-13</td>
<td>24 41 60.6</td>
<td>−17 44 45.52</td>
<td>1137-1274/1292-1432</td>
<td>2210</td>
</tr>
<tr>
<td>F23060</td>
<td>15662</td>
<td>S. Veilleux</td>
<td>2019-12-05</td>
<td>08 33 94.7</td>
<td>+05 21 29.95</td>
<td>1173-1312/1328-1468</td>
<td>10703</td>
</tr>
<tr>
<td>F23233</td>
<td>15662</td>
<td>S. Veilleux</td>
<td>2019-10-14,2020-01-2223</td>
<td>25 49 40.6</td>
<td>+28 34 20.84</td>
<td>1137-1274/1292-1432</td>
<td>13477</td>
</tr>
</tbody>
</table>

Note. — Column (1): Name of the object; Column (2): HST Program ID; Column (3): Principal Investigator; Column (4): Date of Observation; Column (5) & (6): J2000 coordinates; Column (7): Wavelength coverage of the observations in Å. The values are formatted as A/B segments or entire wavelength ranges; Column (8) Total exposure time in seconds.

highest redshifts \((z < 0.2)\), Ly\(\alpha\), the high-ionization lines from N V, and low-ionization lines from Si II \(\lambda 1260\) and Si III \(\lambda 1206\) fit within the wavelength coverage of the data. At the highest redshifts \((z \approx 0.20-0.27)\), we lose N V and Ly\(\alpha\) but gain Ly\(\beta\) and O VI \(\lambda\lambda 1032, 1038\). The wavelength coverage for individual observations is summarized in Table 4.2.

2.2.2 HST/COS Data Reduction

Among the 6 objects with archival data, we retrieved the fully reduced spectra for 5 of them from the Hubble Legacy Spectrum Archive [Peeples et al., 2017], and obtained the fully reduced spectrum of F12072−0444 published in M15 from C. L. Martin. For the other 15 newly-observed objects presented in this paper, the raw data were processed and combined by the CAL-
COS pipeline v3.3.10. CALCOS corrects the data for instrumental effects, assigns a vacuum wavelength scale, and extracts flux-calibrated spectra. It applies a heliocentric correction to the final x1d files for each exposure, and combines the individual exposures to a single spectra when possible.

The COS aperture is filled with emission from geocoronal airglow, so the observed wavelengths of these lines are independent of target position in the PSA. By inspecting the velocity offsets of theoretical and observed wavelength of strong geocoronal lines, we can examine the potential systematic errors in the wavelength calibration. The measured velocity offsets are randomly distributed with absolute values $< 30 \text{ km s}^{-1}$, and we take these measurements as typical errors of the wavelength calibration from the pipeline.

Finally, all spectra are corrected for foreground Galactic extinctions from Schlafly and Finkbeiner [2011] and the reddening curve with $R_V =3.1$ of Fitzpatrick [1999].

### 2.2.3 Ancillary Data and Measurements

#### 2.2.3.1 General Physical Properties

For the bolometric luminosities of our sources, we adopt $L_{bol} = 1.15 L_{IR}$ where $L_{IR}$ is the 8-1000 $\mu$m infrared luminosity retrieved from Kim and Sanders [1998a], except for the three sources that are also QUEST quasars, which are quoted from Paper I where we assume $L_{bol} = 7 L(5100\text{Å}) + L_{IR}$ based on Netzer et al. [2007]. The $L(5100\text{Å})$ is the continuum luminosity $\lambda L_\lambda$ at 5100 Å rest wavelength and $L_{IR}$ is the 1 – 1000 $\mu$m infrared luminosity (the details can be found in the notes of Table 1 in Paper I).

The optical spectral classifications are quoted from Veilleux et al. [1999]: S1 means Seyfert
1. S2 means Seyfert 2, L means LINER, HII means star-forming galaxies. The interaction classes (or merger classes) are from Veilleux et al. [2002]: I–First approach, II–First contact, III(a/b)–Pre-merger (Wide binary/Close binary), IV(a/b)–Merger (Diffuse/Compact), V–Old Merger, Iso–Isolated, Tpl–triplet. The fraction of the bolometric luminosity produced by the AGN, or simply AGN fractions, are the average values derived in Veilleux et al. [2009b]. The AGN luminosities are defined as the bolometric luminosities multiplied by the AGN fractions.

2.2.3.2 X-ray Data

Published X-ray data and measurements exist for 14 out of the 21 objects: Those for the 3 quasars (QSO-B0157+001, 3C 273, Mrk 231) also studied in Paper I are from Teng and Veilleux [2010], Teng et al. [2014], Veilleux et al. [2014], Ricci et al. [2017] Those for the remaining 11 sources are from a series of X-ray studies of ULIRGs and quasars [Teng et al., 2005, Teng and Veilleux, 2010].

Following Paper I, the X-ray weakness of AGN/quasars can be described with the X-ray to optical spectral index, \( \alpha_{OX} \equiv 0.372 \log[(F(2 \text{ keV})/F(3000\AA))] \) [e.g., Brandt et al., 2000]. While \( \alpha_{OX} \) is measured for most nearby quasars, there are virtually no published measurements for the ULIRGs in our sample. Instead, we have defined an alternative X-ray to FUV spectral index, \( \alpha_{UV,X} \), based on the ratio of the soft X-ray (0.5–2 keV) flux to the FUV flux from GALEX [Martin et al., 2005], where \( \alpha_{UV,X} \equiv \log[F(0.5-2 \text{ keV})/F(FUV)] \). These results are listed in Table 5.1.

For the QUEST quasars studied in Paper I, there is a clear positive correlation between \( \alpha_{UV,X} \) and \( \alpha_{OX} \) (see Fig. 2.1), with a \( p \)-value \( \simeq 2 \times 10^{-5} \) from the Kendall tau test (the null
hypothesis is no correlation), which demonstrates that $\alpha_{UV,X}$ is indeed a good surrogate for $\alpha_{OX}$.

For the quasars without published 0.5–2 keV flux from Chandra or XMM-Newton and/or FUV flux from GALEX, we convert their $\alpha_{OX}$ listed in Paper I to $\alpha_{UV,X}$ by adopting the relation $\alpha_{UV,X} = 2.17\alpha_{OX} + 2.26$, which is obtained from a linear fit to the quasars with both $\alpha_{UV,X}$ and $\alpha_{OX}$ measurements.

2.2.3.3 Optical Spectra

The Gemini/GMOS IFU spectra from Rupke and Veilleux [2013a], Rupke et al. [2017], or the SDSS spectra [Eisenstein et al., 2011] are adopted as the optical spectra for our objects by default unless explicitly stated otherwise (the GMOS data are adopted by default whenever both GMOS and SDSS data are available for the same object). The long-slit, optical spectra of all objects but 3C 273 are retrieved from Veilleux et al. [1999], and the optical spectrum of 3C 273 is
retrieved from Buttiglione et al. [2009]. They are adopted as the default optical spectra whenever the Gemini/GMOS and SDSS spectra are not available.

For these spectra, the continua are modeled with either stellar population synthesis (SPS) models [González Delgado et al., 2005] adopting pPXF [Cappellari, 2017] or 4th-order polynomials and/or power-law function with customized Python software utilizing LMFIT [Newville et al., 2016], on a case-by-case basis. The properties of the [O III] λ5007 and Hα emission lines are then measured from these continuum-subtracted optical spectra.

2.2.3.4 AGN Fractions of Starburst-dominated ULIRGs

Most of the key AGN and host galaxy properties of the QUEST quasars from Paper I and the starburst-dominated ULIRGs from M15 are tabulated in these papers. One exception is the AGN fractions of the ULIRGs in M15, which are estimated based on the IRAS-based 25 µm to 60 µm flux ratios (F25/F60) listed in Table 1 of M15. Specifically, the AGN fraction is calculated adopting the best-fit to the trend presented in Fig. 36(c) in Veilleux et al. [2009b]:

2.3 Results from the HST Data Analysis

In this section, we present the major results from our analysis of the HST/COS spectra. First, the properties regarding Lyα emission are examined in Sec. 2.3.1; Second, the measurement of FUV continuum luminosity is briefly described in Sec. 2.3.2; Finally, the properties of O VI λλ1032, 1038 and N v λλ1238, 1243 absorbers are discussed in Sec. 2.3.3.
2.3.1 Lyα Emission

2.3.1.1 Detection Rates

The Lyα transition falls within the wavelength range of the observations for 19 of the 21 objects. Among the 19 objects, the Lyα emission is detected (S/N > 3) in 15 of them, including F07599 where the Lyα emission is heavily affected by deep, broad and narrow N V λλ1238, 1243 absorption features (and perhaps also broad Lyα absorption). After Lyα, N V λλ1238, 1243 and O VI λλ1032, 1038 are the most frequently detected emission lines in our sample (notice that our G130M spectra do not cover Si IV and C IV). Descriptions about the presence of emission/absorption features other than Lyα in our objects may be found in Appendix A.1.

2.3.1.2 Line Profiles

The Lyα profiles of the 15 Lyα detections are presented in Fig. 2.2. For these objects, the Lyα emission is the most prominent feature in the observed spectral range, except for F07599, where the Lyα line is severely suppressed by a highly blueshifted broad absorption line (BAL) and several less blueshifted narrow N V 1238, 1243 absorption features. As a result, a relatively robust measurement of the Lyα profile of F07599 is impossible, and this source is left out from the analyses to characterize the Lyα profiles in the following sections.

The flux and EWs of the entire Lyα profiles are measured in wavelength windows customized for each object based on their line widths. The local continuum of each object is determined by fitting the line-free windows adjacent to the Lyα features with power-law or low-order polynomials (order ≤ 2). The contamination from nearby N V emission is subtracted for sources
Mrk 1014, F05189, 3C 273, and F21219, where the N V doublet are modeled as Gaussian profiles. The foreground absorption features and absorption lines from other species at the systemic velocity are interpolated over with cubic splines. For the non-detections, the 3-$\sigma$ upper limits on the flux of Ly$\alpha$ are estimated in a velocity window of $-1000$ to $+1000$ km s$^{-1}$.

We adopt a non-parametric approach to characterize the Ly$\alpha$ profiles quantitatively: the velocities $v_{50}$ and $v_{80}$ (velocities at 50 and 80 percentiles of the total flux calculated from the red side of the line), the line width $W_{80}$ (which encloses the central 80 percent of the total flux), and the line asymmetry $A_{91}$ ($[v_{90}+v_{10}]/W_{80}$), where $v_{90}$ and $v_{10}$ are the velocities at 90 and 10 percentiles of the total flux calculated from the red side of the line) are the primary measurements adopted for our analyses in the following sections. All velocities are calculated with respect to the systemic redshifts listed in Table 5.1. Table 2.3 summarizes the results. A visualization of these non-parametric measurements is shown in Fig. 4.3.
Figure 2.2: Ly\(\alpha\) profiles of the 14 objects with clear Ly\(\alpha\) emission and the one with a potential detection F07599. The spectra are shown in each object’s rest-frame. The velocities relative to the Ly\(\alpha\) transition are shown on the top of each panel, and the zero velocities are indicated by the vertical solid lines. The zero-velocities of the N\(\nu\) \(\lambda\lambda\)1238, 1243 doublet are indicated by the vertical, green dash-dotted lines when they are blended with the Ly\(\alpha\) emission. Other strong absorption features at the systemic velocities are indicated by vertical dashed lines in red. Foreground absorption features at \(z \approx 0\) due to the Milky Way are indicated by dashed lines in blue. The flux scale for the vertical axis in units of erg s\(^{-1}\) cm\(^{-2}\) \(\AA\)\(^{-1}\) is listed in the upper left corner above each panel. To help with the visual comparison among different objects, the x-axes are set to two fixed wavelength ranges (1192–1240 \(\AA\) or 1150–1280 \(\AA\)) depending on the widths of the lines.
Figure 2.3: Example of a line profile illustrating the various non-parametric kinematic parameters used in this paper. The vertical dashed lines mark the locations of $v_{90}$, $v_{80}$, $v_{50}$, and $v_{10}$ for the mock emission-line profile shown in the figure. $W_{80}$ is defined as the line width between $v_{90}$ and $v_{10}$, and the line asymmetry $A_{91}$ is $(v_{90}+v_{10})/W_{80}$ (not shown in the figure).

Blueshifted wings of the $Ly\alpha$ emission are often seen across our sample (12 out of the 14 objects with robustly measured $Ly\alpha$ profiles show $v_{80} < 0$ and line asymmetry $A_{91} < 0$), while the P-Cygni-like profile (blueshifted absorption accompanied by redshifted emission) is only seen in F15250 (in F16156, a weak blueshifted wing is seen in the $Ly\alpha$ emission blueward of the strong blueshifted absorption feature, and the overall $Ly\alpha$ profile is thus not P-Cygni-like). This is in clear contrast with the prevalence of P-Cygni-like profiles seen in low-redshift star-forming galaxies [e.g., Wofford et al., 2013]. The blueshift of the velocity centroid of the $Ly\alpha$ line is also prevalent in our sample, where 11 out of the 14 objects with $Ly\alpha$ detections show $v_{50} < 0$. Moreover, in two Type 1 sources, 3C 273 and Mrk 1014, the broad $Ly\alpha$ emission (accompanied by broad N v λλ1238, 1243 emission, when the spectrum covers this region) shows line width typical for the broad emission line region (BELR) of AGN, which is often the case for low-redshift Type 1 AGN and quasars [e.g., Shull et al., 2012]. Finally, $Ly\alpha$ absorption features near systemic velocities are clearly seen in 9 objects.
Table 2.3. Lyα Measurements

<table>
<thead>
<tr>
<th>Name</th>
<th>log(Flux)</th>
<th>log(Lum.)</th>
<th>EW</th>
<th>(v_50)</th>
<th>(v_80)</th>
<th>(W_{50})</th>
<th>(A_91)</th>
<th>log(f_{esc}(\text{Ly}\alpha))</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
<td>(4)</td>
<td>(5)</td>
<td>(6)</td>
<td>(7)</td>
<td>(8)</td>
</tr>
<tr>
<td>F01004</td>
<td>-13.09±0.02</td>
<td>42.48±0.02</td>
<td>27.8±4.7</td>
<td>-228±42</td>
<td>-788±78</td>
<td>1792±51</td>
<td>-0.25±0.14</td>
<td>0.12±0.49</td>
</tr>
<tr>
<td>Mrk 1014</td>
<td>-11.74±0.006</td>
<td>44.13±0.006</td>
<td>102.7±0.3</td>
<td>-1274±153</td>
<td>-5453±654</td>
<td>10876±1305</td>
<td>-0.62±0.12</td>
<td>-0.22±0.32</td>
</tr>
<tr>
<td>F04103</td>
<td>&lt;-14.07</td>
<td>&lt;41.49</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>&lt;2.36</td>
</tr>
<tr>
<td>F05189</td>
<td>-12.79±0.02</td>
<td>41.86±0.02</td>
<td>164.0±56.8</td>
<td>-913±71</td>
<td>-1782±159</td>
<td>2748±50</td>
<td>-0.87±0.22</td>
<td>-1.29±0.30</td>
</tr>
<tr>
<td>F07599</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>F08572</td>
<td>&lt; -12.86</td>
<td>&lt;42.05</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>&lt; -0.28</td>
</tr>
<tr>
<td>F11119</td>
<td>-14.17±0.05</td>
<td>41.85±0.05</td>
<td>80.8±39.8</td>
<td>-467±211</td>
<td>-1104±245</td>
<td>2170±548</td>
<td>-0.53±0.97</td>
<td>-3.89±0.32</td>
</tr>
<tr>
<td>Z11598</td>
<td>-12.65±0.003</td>
<td>43.15±0.003</td>
<td>70.5±2.3</td>
<td>-1739±591</td>
<td>-6517±2216</td>
<td>12766±4340</td>
<td>-0.51±0.31</td>
<td>0.34±0.44</td>
</tr>
<tr>
<td>F12072</td>
<td>-14.23±0.07</td>
<td>41.41±0.07</td>
<td>172.2±10.2</td>
<td>-75±100</td>
<td>-743±150</td>
<td>1601±122</td>
<td>-0.25±0.65</td>
<td>-0.62±0.07</td>
</tr>
<tr>
<td>3C 273</td>
<td>-10.67±0.04</td>
<td>45.25±0.07</td>
<td>53.2±8.3</td>
<td>-624±340</td>
<td>-2988±792</td>
<td>7875±10</td>
<td>-0.32±0.53</td>
<td>-0.08±0.36</td>
</tr>
<tr>
<td>Mkr 231</td>
<td>-13.08±0.03</td>
<td>41.54±0.03</td>
<td>53.2±10.2</td>
<td>-2771±371</td>
<td>-4731±309</td>
<td>4698±20</td>
<td>-1.34±0.31</td>
<td>-2.64±0.80</td>
</tr>
<tr>
<td>F13218</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>F13305</td>
<td>-12.72±0.02</td>
<td>43.06±0.02</td>
<td>307.1±25.7</td>
<td>-20±58</td>
<td>-599±97</td>
<td>1775±18</td>
<td>-0.15±0.15</td>
<td>-0.19±0.48</td>
</tr>
<tr>
<td>Mkr 273</td>
<td>&lt; -12.85</td>
<td>&lt;41.68</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>&lt; -0.91</td>
</tr>
<tr>
<td>F14070</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>F15001</td>
<td>&lt; -14.09</td>
<td>&lt;41.78</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>&lt; -0.80</td>
</tr>
</tbody>
</table>
2.3.1.3 Comparison of the Lyα and Optical Emission Line Profiles

Figure 2.4: Comparison of Lyα profiles (black) with [O III] λ5007 emission lines (orange) for the 11 objects in our sample with both Lyα detections and [O III] λ5007 observations. The flux scale on the vertical axis refers to the Lyα line and the scale factor in units of erg s⁻¹ cm⁻² km⁻¹ s is listed in the upper left corner above each panel. The [O III] emission line profiles are re-scaled for better visualization. Nearby emission features from N V in the FUV and those from Hβ, [O III] λ4959, and Fe in the optical are marked with black and orange vertical bars when those features are present, respectively. The panels are ordered in increasing AGN luminosities, which are indicated in the top left corner of each panel under the object name (in log units of solar luminosities). The panel frames of Type 1 AGN are marked in red and those of type 2 AGN are marked in blue.

The observed Lyα profiles in these dusty ULIRGs are likely affected by complex radiative transfer effects due to the resonant nature of the transition. While it is impossible to derive the intrinsic profile of the resonant Lyα line with our data, the non-resonant optical emission lines (e.g. [O III] λ5007 forbidden line, Hα recombination line) provide a point of reference since they are less affected by absorption and scattering. Qualitatively, we may therefore infer the extent to
Table 2.3 (cont’d)

<table>
<thead>
<tr>
<th>Name</th>
<th>log(Flux) (1)</th>
<th>log(Lum.) (2)</th>
<th>EW (3)</th>
<th>v50 (4)</th>
<th>v80 (5)</th>
<th>W80 (6)</th>
<th>A91 (7)</th>
<th>log[f esc (Lyα)] (8)</th>
</tr>
</thead>
<tbody>
<tr>
<td>F15250</td>
<td>-15.32±0.11</td>
<td>39.55±0.11</td>
<td>0.7±18.0</td>
<td>394±7</td>
<td>359±7</td>
<td>112±78</td>
<td>7.28±5.09</td>
<td>-1.41±0.37</td>
</tr>
<tr>
<td>F16156</td>
<td>-13.94±0.06</td>
<td>41.73±0.06</td>
<td>62.8±66.8</td>
<td>331±78</td>
<td>142±85</td>
<td>749±62</td>
<td>1.12±2.33</td>
<td>-1.33±0.34</td>
</tr>
<tr>
<td>F21219</td>
<td>-12.21±0.02</td>
<td>43.31±0.02</td>
<td>46.3±4.0</td>
<td>-384±86</td>
<td>-1488±180</td>
<td>4036±48</td>
<td>-0.20±0.12</td>
<td>-0.81±0.44</td>
</tr>
<tr>
<td>F23060</td>
<td>-13.57±0.05</td>
<td>42.36±0.05</td>
<td>90.4±80.2</td>
<td>219±69</td>
<td>-228±201</td>
<td>1535±89</td>
<td>-0.10±1.06</td>
<td>-2.47±0.36</td>
</tr>
<tr>
<td>F23233</td>
<td>-15.88±0.06</td>
<td>39.65±0.06</td>
<td>36.8±18.2</td>
<td>-278±188</td>
<td>-709±166</td>
<td>1600±582</td>
<td>-0.45±1.20</td>
<td>-2.10±1.10</td>
</tr>
</tbody>
</table>

Note. — Column 2: Observed Lyα flux (cgs units) in logarithm. Column 3: Lyα luminosity (cgs units) in logarithm. Column 4: Lyα EW in units of Å. Column 5: v50 of Lyα profile in units of km s^{-1}. Column 6: v80 of Lyα profile in units of km s^{-1}. Column 7: W80 of Lyα profile in units of km s^{-1}. Column 8: A91 of Lyα. Column 9: Logarithm of Lyα escape fraction as defined in Sec. 2.3.1.4. Note that for F13218 and F14070, the Lyα transition is not covered by the observations, while for F07599, the Lyα feature cannot be measured robustly mainly due to contamination from the N V BAL.
Figure 2.5: Same as Fig. 2.4 but for the comparison of the Lyα (black) and Hα (orange) emission lines for the 15 objects with Lyα detections. The nearby N V emission are marked with black bars when those features are present. Note that, in some cases, the strong [N II] λλ6548, 6583 emission lines in the optical near $-674 \text{ km s}^{-1}$ and $+944 \text{ km s}^{-1}$ (marked by orange dotted lines) make this comparison difficult.

which Lyα photons are absorbed and/or scattered, by comparing the Lyα and optical line profiles.

In Fig. 2.4 and 2.5, we plot the Lyα profiles in comparison with the [O III] λ5007 profiles and the Hα profiles. All of these line profiles are continuum-subtracted and rescaled for better visualization. In total, 11 objects with [O III] λ5007 observations and 15 objects with Hα observations show Lyα detections. The measurements of the [O III] λ5007 and Hα profiles are summarized in Table 2.4. At first glance, one similarity between the Lyα profiles and the
non-resonant line profiles is the occurrence of blueshifted emission line wings in many objects. Blueshifted [O III] $\lambda 5007$ (and, to a lesser extent, H$\alpha$) emission is a tell-tale signature of ionized gas outflows, so the blueshifted Ly$\alpha$ emission may also arise from the outflowing gas. In addition, Ly$\alpha$ emission is generally broader than or comparable in width to the [O III] $\lambda 5007$ and H$\alpha$ emission. Otherwise, the Ly$\alpha$ profiles are diverse among the objects in our sample and no apparent trend is seen between the profiles of Ly$\alpha$ and the non-resonant optical lines. We will discuss these results further in Sec. 2.4.2.

2.3.1.4 Ly$\alpha$ Escape Fraction

At first, it may be surprising that significant Ly$\alpha$ emission is observed from these dusty ULIRGs given the implied huge optical depth to Ly$\alpha$ photons. In this section, we quantify the escape of Ly$\alpha$ photons by calculating the Ly$\alpha$ escape fraction.

Under Case B recombination, the ionized region is optically thick to the Lyman series, and the intrinsic $F(\text{Ly}\alpha)/F(\text{H}\alpha)$ flux ratio depends only on the electron density and temperature. Adopting the low density limit where $n_e \ll n_e,\text{crit} = 1.55 \times 10^4$ cm$^{-3}$, the collisions can be safely neglected. The intrinsic Ly$\alpha$ flux is then predicted to be 8.1 times the intrinsic H$\alpha$ flux [Hummer and Storey, 1987, Draine, 2011].

Galaxies usually show Ly$\alpha$-to-H$\alpha$ flux ratios much less than the predicted Case B ratio. We can therefore describe the suppression of Ly$\alpha$ photons by comparing the observed Ly$\alpha$ flux to the intrinsic values indicated by the H$\alpha$ emission. The escape fraction of Ly$\alpha$ photons can thus
be defined as

\[ f_{esc}(Ly\alpha) = \frac{F(Ly\alpha)}{8.1 \times F(H\alpha)_{cor}}. \quad (2.1) \]

The intrinsic H\(\alpha\) flux is calculated from the observed H\(\alpha\) flux, corrected for the nebular reddening using the Cardelli et al. [1989a] reddening curve, namely

\[ F_{cor}(H\alpha) = F_{obs}(H\alpha) \times 10^{1.012E(B-V)}. \quad (2.2) \]

and the \(E(B-V)\) is calculated from the Balmer decrement:

\[ E(B-V) = \frac{1}{0.9692} \log \left[ \frac{(F(H\alpha)/F(H\beta))_{obs}}{(F(H\alpha)/F(H\beta))_{int}} \right] \quad (2.3) \]

We set the intrinsic H\(\alpha\)/H\(\beta\) ratio to 3.1 for all but one objects as they show optical spectral features consistent with AGN activity. The only exception is F01004: it is located in the star-forming region in the BPT and VO87 diagnostic line ratio diagrams [Baldwin et al., 1981, Veilleux and Osterbrock, 1987, Osterbrock and Ferland, 2006], and we set the intrinsic H\(\alpha\)/H\(\beta\) ratio of this object to 2.87.
Table 2.4. Optical Spectroscopic Measurements

<table>
<thead>
<tr>
<th>Name</th>
<th>$E(B - V)$</th>
<th>log[Flux(Hα)] [erg cm$^{-2}$ s$^{-1}$]</th>
<th>cor,Hα</th>
<th>$v_{50, H\alpha}$ [km s$^{-1}$]</th>
<th>$v_{80, H\alpha}$ [km s$^{-1}$]</th>
<th>$W_{50, H\alpha}$ [km s$^{-1}$]</th>
<th>$A_{91, H\alpha}$</th>
<th>$v_{50, [O III]}$ [km s$^{-1}$]</th>
<th>$v_{80, [O III]}$ [km s$^{-1}$]</th>
<th>$W_{80, [O III]}$ [km s$^{-1}$]</th>
<th>$A_{91, [O III]}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>F01004</td>
<td>0.05±0.004</td>
<td>-14.05±0.03</td>
<td>0.86</td>
<td>111±100</td>
<td>-688±100</td>
<td>1398±141</td>
<td>-0.54±0.11</td>
<td>-563±199</td>
<td>-1560±200</td>
<td>2591±282</td>
<td>-0.58±0.13</td>
</tr>
<tr>
<td>Mrk 1014</td>
<td>0.24±0.02</td>
<td>-12.42±0.04</td>
<td>0.98</td>
<td>113±69</td>
<td>1061±69</td>
<td>4901±98</td>
<td>0.19±0.02</td>
<td>-147±69</td>
<td>-768±69</td>
<td>1519±98</td>
<td>-0.42±0.07</td>
</tr>
<tr>
<td>F04103</td>
<td>1.29±0.13</td>
<td>-12.54±0.03</td>
<td>0.82</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>F05189</td>
<td>1.02±0.10</td>
<td>-12.34±0.04</td>
<td>0.86</td>
<td>-354±20</td>
<td>-904±20</td>
<td>1588±29</td>
<td>-0.90±0.02</td>
<td>-661±27</td>
<td>-1195±27</td>
<td>1415±38</td>
<td>-1.38±0.05</td>
</tr>
<tr>
<td>F07599</td>
<td>...</td>
<td>-10.03±0.03</td>
<td>0.68</td>
<td>642±970</td>
<td>323±470</td>
<td>957±373</td>
<td>1.48±10.06</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>F08572</td>
<td>...</td>
<td>-13.36±0.03</td>
<td>0.75</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>F11110</td>
<td>...</td>
<td>-11.19±0.03</td>
<td>1.00</td>
<td>144±69</td>
<td>-1029±69</td>
<td>4970±98</td>
<td>0.00±0.02</td>
<td>-667±69</td>
<td>-1427±69</td>
<td>2278±98</td>
<td>-0.62±0.05</td>
</tr>
<tr>
<td>Z11958</td>
<td>...</td>
<td>-13.69±0.03</td>
<td>0.62</td>
<td>172±69</td>
<td>-1071±69</td>
<td>4901±98</td>
<td>-0.38±0.02</td>
<td>-64±60</td>
<td>-1734±60</td>
<td>4057±84</td>
<td>-0.31±0.02</td>
</tr>
<tr>
<td>F12072</td>
<td>0.10±0.001</td>
<td>-14.80±0.001</td>
<td>1.33</td>
<td>49±87</td>
<td>-213±88</td>
<td>1051±124</td>
<td>-0.03±0.12</td>
<td>-121±37</td>
<td>-831±37</td>
<td>1642±53</td>
<td>-0.38±0.03</td>
</tr>
<tr>
<td>3C 273</td>
<td>...</td>
<td>-11.50±0.05</td>
<td>1.00</td>
<td>637±89</td>
<td>-2031±89</td>
<td>7277±125</td>
<td>0.00±0.02</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>Mrk 231</td>
<td>...</td>
<td>-11.14±0.04</td>
<td>0.62</td>
<td>-321±20</td>
<td>-2421±20</td>
<td>6396±29</td>
<td>-0.29±0.00</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>F13218</td>
<td>0.73±0.07</td>
<td>-10.09±0.04</td>
<td>0.80</td>
<td>-400±18</td>
<td>-1730±18</td>
<td>2924±25</td>
<td>-0.76±0.01</td>
<td>-1064±69</td>
<td>-1755±69</td>
<td>2140±98</td>
<td>-0.98±0.06</td>
</tr>
<tr>
<td>F13305</td>
<td>1.18±0.12</td>
<td>-13.45±0.04</td>
<td>1.01</td>
<td>17±97</td>
<td>-37±97</td>
<td>1066±137</td>
<td>0.15±0.13</td>
<td>55±127</td>
<td>-453±127</td>
<td>1398±180</td>
<td>0.14±0.13</td>
</tr>
<tr>
<td>Mrk 273</td>
<td>1.94±0.19</td>
<td>-12.70±0.03</td>
<td>0.72</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>F14070</td>
<td>2.11±0.21</td>
<td>-12.82±0.04</td>
<td>1.22</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>F15001</td>
<td>1.04±0.10</td>
<td>-14.00±0.05</td>
<td>0.62</td>
<td>-54±69</td>
<td>-330±69</td>
<td>897±98</td>
<td>-0.37±0.12</td>
<td>-107±69</td>
<td>-590±69</td>
<td>1036±98</td>
<td>-0.69±0.11</td>
</tr>
</tbody>
</table>
The Hα fluxes are measured from spectra gathered from literature, as described in Sec. 2.2.3.3, and can be divided into three groups: (1) Gemini/GMOS IFU observations; (2) SDSS spectra; (3) long-slit spectra from Veilleux et al. [1999]. Some of our objects are point sources or show very compact morphology in the narrow-band Hα images (based on the GMOS data) or R-band images [from SDSS or Veilleux et al., 1999], so no aperture corrections are needed for their Hα flux in the calculation of Lyα escape fraction. However, for the more extended objects, the aperture difference between the COS FUV spectroscopy and the optical observations need to be taken into account, as the throughput of the 2.5′′ COS aperture drops sharply beyond the central 0.4″.

In practice, the aperture correction is negligible if at least one of the following three criteria is met: (1) it is a Type 1 AGN; (2) the PSF contribution to its overall flux in the R-band image is more than 50% based on the measurements in Veilleux et al. [2002]; (3) the R-band effective radius is less than 1″ based on the measurements in Veilleux et al. [2002]. For the other objects, aperture corrections are needed to account for the rapid decrease of COS throughput at large radius as mentioned above. Specifically, we calculate the aperture correction factors for each group of optical observations separately: (i) for the GMOS IFU observations, we generate the Hα flux maps based on the data cube, and use the COS throughput function to vignette the Hα flux maps within the region with radius r < 1.25″. The aperture correction factor is then the vignetted Hα flux within r < 1.25″ (corresponding to the COS aperture) divided by the original Hα flux within the same aperture; (ii) for the SDSS spectra, we adopt the r-band images as surrogates for the Hα flux maps. We then vignette the r-band images within the same COS throughput function, and the aperture correction factor is the vignetted r-band flux within r < 1.25″ divided by the original r-band flux within SDSS aperture (D=3″ or D=2″); (iii) for the long-slit spectra from
Table 2.4 (cont’d)

<table>
<thead>
<tr>
<th>Name</th>
<th>E(B − V)</th>
<th>log[Flux(Hα)]</th>
<th>cor, Hα</th>
<th>(v_{50}, H\alpha)</th>
<th>(v_{80}, H\alpha)</th>
<th>(W_{80}, H\alpha)</th>
<th>(A_{H\alpha})</th>
<th>(v_{50}, [O III])</th>
<th>(v_{80}, [O III])</th>
<th>(W_{80}, [O III])</th>
<th>(A_{91}, [O III])</th>
</tr>
</thead>
<tbody>
<tr>
<td>F15250</td>
<td>0.62±0.06</td>
<td>-14.60±0.04</td>
<td>0.60</td>
<td>51±69</td>
<td>-87±69</td>
<td>552±98</td>
<td>0.35±0.19</td>
<td>67±69</td>
<td>-71±69</td>
<td>483±98</td>
<td>0.32±0.21</td>
</tr>
<tr>
<td>F16156</td>
<td>0.71±0.07</td>
<td>-13.39±0.03</td>
<td>0.75</td>
<td>123±112</td>
<td>-439±113</td>
<td>1909±159</td>
<td>0.19±0.08</td>
<td>-54±147</td>
<td>-644±148</td>
<td>1474±208</td>
<td>-0.27±0.15</td>
</tr>
<tr>
<td>F21219</td>
<td>...</td>
<td>-12.17±0.04</td>
<td>0.73</td>
<td>11±4285</td>
<td>-788±5083</td>
<td>267±278</td>
<td>0.20±2.44</td>
<td>-490±131</td>
<td>-147±132</td>
<td>3015±185</td>
<td>0.20±0.06</td>
</tr>
<tr>
<td>F23060</td>
<td>1.15±0.11</td>
<td>-12.03±0.03</td>
<td>1.04</td>
<td>133±69</td>
<td>-419±69</td>
<td>207±298</td>
<td>0.13±0.05</td>
<td>12±69</td>
<td>-403±69</td>
<td>1104±98</td>
<td>-0.35±0.09</td>
</tr>
<tr>
<td>F23233</td>
<td>0.59±0.06</td>
<td>-14.70±0.05</td>
<td>1.02</td>
<td>70±69</td>
<td>-344±69</td>
<td>828±98</td>
<td>-0.32±0.12</td>
<td>-189±69</td>
<td>-673±69</td>
<td>1381±98</td>
<td>-0.57±0.08</td>
</tr>
</tbody>
</table>

Note. — Column 2: Color excess based on the Balmer decrement measured from the optical spectra described in Sec. 2.2.3.3. Column 3: Extinction-corrected Hα flux in logarithm and cgs units. Column 4: Appeture correction factor applied to the Hα flux in the calculation of \(f_{esc}(Ly\alpha)\). Column (5)–(8): Kinematic properties \(v_{50}, v_{80}, W_{80}\), and \(A_{H\alpha}\) of Hα emission. Column (9)–(12): Kinematic properties \(v_{50}, v_{80}, W_{80}\), and \(A_{91}\) of [O III] emission.
Veilleux et al. [1999], we follow the same logic as adopted for the SDSS spectra but use the R-band images in Kim et al. [2002]. The aperture correction factor is thus the vignetted R-band flux within $r < 1.25''$ divided by the original R-band flux within the extraction region of the long-slit spectra ($2'' \times 5$ kpc).

The aperture correction factors adopted in the calculations and resulting Ly$\alpha$ escape fractions are listed in Tables 2.4 and 2.3, respectively.

2.3.2 Continuum Luminosity at 1125 Å

As a surrogate for the FUV continuum luminosity adopted in Paper I, the monochromatic luminosities at rest-frame 1125 Å, $\log(\lambda L_{1125})$, are measured whenever the continuum is detected, with a bandpass of 20 Å. These results are recorded in Table 5.1.

2.3.3 FUV Absorption Features

The focus of this section is the strongest metal absorption features detected in our objects, O VI $\lambda\lambda 1032, 1038$ and N V $\lambda\lambda 1238, 1243$, tracers of the highly ionized gas in these systems. Only 12 out of the 21 objects have continuum S/N in the vicinity of O VI $\lambda\lambda 1032, 1038$ and/or N V $\lambda\lambda 1238, 1243$ that are high enough ($S/N \gtrsim 10$ in a 500 km s$^{-1}$ window) to allow for the detection of corresponding absorption lines. Out of these 12 objects, 6 objects show O VI and/or N V absorption features associated with the galaxy (velocity centroid $< 13000$ km s$^{-1}$ and not from intervening systems), and the velocity centroids of these absorption features are all blueshifted. One more object, F15250, may display a N V absorption feature, but the doublet is so close to a group of geo-coronal emission lines that the N V 1239 transition is heavily contaminated and
no robust measurements of the N V feature can be made. Our estimates for the EW and centroid velocity of the N V 1242 absorber alone are \( \sim0.3 \, \text{Å} \) and \( -500 \, \text{km s}^{-1} \), respectively, which has not taken into account the infilling from the N V \( \lambda\lambda1238, \, 1243 \) emission. This source is excluded from the discussions related to the absorption features in the following sections.

The properties of these detected O VI and/or N V absorption features vary wildly: F07599 shows a \( >25000 \, \text{km s}^{-1} \) wide N V \( \lambda\lambda1238, \, 1243 \) BAL accompanied by narrower absorbers at smaller velocities, whereas F23060 shows relatively narrow and shallow N V \( \lambda\lambda1238, \, 1243 \) absorption features on top of the N V \( \lambda\lambda1238, \, 1243 \) emission. Overall, the absorption features in F07599 and F01004 fall in the BAL category (velocity width \( >2000 \, \text{km s}^{-1} \)), while all other absorption features are classified as narrow absorption lines (NAL; velocity width \( <500 \, \text{km s}^{-1} \)). The object-by-object description of these absorption features is given in Appendix A.1.

To quantify the strength of these absorbers, we follow the same procedure as in Paper I. First, we fit the continuum and/or broad emission lines (Ly\( \alpha \), O VI, N V) with low-order polynomials or Gaussian profiles. After the spectra are normalized by the best-fits from the continuum and/or broad emission line fits, these absorbers are quantified using a non-parametric approach, where we measure the total velocity-integrated EWs of the outflowing absorbers in the object’s rest frame,

\[
W_{eq} = \int [1 - f(\lambda)]d\lambda, \tag{2.4}
\]

the weighted average outflow velocity

\[
v_{wtavg} = \frac{\int v[1 - f(v)]dv}{W_{eq}}, \tag{2.5}
\]
and the weighted outflow velocity dispersion,

$$\sigma_{w_{\text{avg}}} = \left\{ \frac{\int (v - v_{w_{\text{avg}}})^2 (1 - f(v)) dv}{W_{eq}} \right\}^{1/2}. \quad (2.6)$$

The results are summarized in Table 2.5.
Table 2.5. Properties of the O VI and N V Absorption Features

<table>
<thead>
<tr>
<th>Name</th>
<th>$W_{eq}$ [Å]</th>
<th>$\nu_{\text{rest}}$ [km s$^{-1}$]</th>
<th>$\sigma_{\text{rms}}$ [km s$^{-1}$]</th>
<th>$\log(N_{\text{ion},d})$ [cm$^{-2}$]</th>
<th>$C_{f,d}$</th>
<th>$\log(N_{\text{ion}})$ [cm$^{-2}$]</th>
<th>$C_f$</th>
</tr>
</thead>
<tbody>
<tr>
<td>F01004, O VI</td>
<td>10.59 ±0.26</td>
<td>-2720 ±110</td>
<td>1470 ±120</td>
<td>...</td>
<td>...</td>
<td>1</td>
<td>&gt;17.1</td>
</tr>
<tr>
<td>F01004, N V</td>
<td>&lt;0.14</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>Mrk 1014, O VI</td>
<td>&lt;0.09</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>Mrk 1014, N V</td>
<td>&lt;0.13</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>F05189, N V</td>
<td>&lt;0.07</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>F07599, N V</td>
<td>55.39 ±0.07</td>
<td>-12690 ±20</td>
<td>4620 ±10</td>
<td>...</td>
<td>...</td>
<td>1</td>
<td>&gt;17.2</td>
</tr>
<tr>
<td>Z11598, O VI</td>
<td>2.03 ±0.12</td>
<td>-190 ±30</td>
<td>90 ±40</td>
<td>&gt;16.4</td>
<td>0.80±0.05</td>
<td>2</td>
<td>&gt;16.3, 14.5±0.3, 0.90±0.03, 1(f)</td>
</tr>
<tr>
<td>Z11598, N V</td>
<td>2.07 ±0.12</td>
<td>-170 ±30</td>
<td>100 ±30</td>
<td>&gt;16.1</td>
<td>0.57±0.22</td>
<td>1</td>
<td>&gt;15.9</td>
</tr>
<tr>
<td>3C 273, O VI</td>
<td>&lt;0.04</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>3C 273, N V</td>
<td>&lt;0.04</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>Mrk 231 N V</td>
<td>&lt;0.18</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>F13218, O VI</td>
<td>2.23 ±0.18</td>
<td>-250 ±40</td>
<td>150 ±50</td>
<td>&gt;15.6</td>
<td>0.66±0.12</td>
<td>3</td>
<td>&gt;15.7, &gt;15.2, &gt;15.9 0.79±0.05, 0.79±0.09, 0.55±0.04</td>
</tr>
<tr>
<td>F13308, N V</td>
<td>&lt;0.07</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>F21219, O VI</td>
<td>1.17 ±0.05</td>
<td>-4400 ±190</td>
<td>180 ±20</td>
<td>...</td>
<td>...</td>
<td>4</td>
<td>14.1±0.2, 14.5±0.2, l(f), l(f), l(f)</td>
</tr>
<tr>
<td>F21219, N V</td>
<td>1.28 ±0.05</td>
<td>-4430 ±300</td>
<td>190 ±30</td>
<td>14.8±0.2</td>
<td>0.78±0.20</td>
<td>4</td>
<td>14.4±0.1, 13.6±0.1, l(f), l(f), l(f), l(f)</td>
</tr>
</tbody>
</table>
2.3.3.1 Evidence of Partial Covering for the O VI and N V Doublets

The profiles of the resolved O VI and N V doublets may be used to derive the basic characteristics of the absorbing cloud – background source system. For the absorption features in Z11598 and F13218, there is evidence of partial covering: the optical depth ratio of the spectrally resolved doublet deviates from the theoretical expectation from a simple model where the foreground cloud is illuminated by the background point source with a 100% covering fraction.

For the cases where the optical depths of the doublets (proportional to $\lambda f_{osc}$, the product of wavelength and oscillator strength) differ by a factor of $\sim 2$ (like O VI $\lambda\lambda 1032, 1038$ and N V $\lambda\lambda 1238, 1243$), and the continuum intensity is normalized to unity, the coverage fraction (or covering factor, $C_f$) as a function of velocity may be obtained. Following Hamann et al. [1997a], in the simple situation where the two transitions of the doublet do not overlap with each other, we have

$$C_f(v) = \frac{I_1(v)^2 - 2I_1(v) + 1}{I_2(v) - 2I_1(v) + 1}; \quad I_1 > I_2 \geq I_1^2 \quad (2.7)$$

$$C_f(v) = 1; \quad I_2 < I_1^2 \quad (2.8)$$

$$C_f(v) = 1 - I_1(v); \quad I_2 \geq I_1 \quad (2.9)$$

$I_1$ and $I_2$ are the normalized intensities of the weaker and stronger absorption lines, respectively, and $C_f$ is the covering factor.

Then the optical depth as a function of the velocity can be written as

$$\tau_1(v) = \ln\left(\frac{C_f(v)}{I_1(v) + C_f(v) - 1}\right) \quad (2.10)$$
Table 2.5 (cont’d)

<table>
<thead>
<tr>
<th>Name</th>
<th>$W_{eq}$ [Å]</th>
<th>$v_{wtavg}$ [km s$^{-1}$]</th>
<th>$\sigma_{rms}$ [km s$^{-1}$]</th>
<th>$\log(N_{ion,d})$ [cm$^{-2}$]</th>
<th>$C_{f,d}$</th>
<th># comp.</th>
<th>$\log(N_{ion})$ [cm$^{-2}$]</th>
<th>$C_f$</th>
</tr>
</thead>
<tbody>
<tr>
<td>F23060, N V</td>
<td>1.34 ±0.24</td>
<td>-610 ±150</td>
<td>160 ±130</td>
<td>...</td>
<td>...</td>
<td>2</td>
<td>14.2±0.1, 13.5±0.1</td>
<td></td>
</tr>
</tbody>
</table>

Note. — Column (1): Object and absorption feature name; Column (2)–(4): Velocity-integrated EW, $W_{eq}$ (eq. 2.4), average depth-weighted velocity $v_{wtavg}$ (eq. 2.5), and average depth-weighted velocity dispersion $\sigma_{rms}$ (eq. 2.6) of the absorption lines; Column (5): Ion column densities obtained from the analysis of the absorption doublet with partial covering model as described in Sec. 2.3.3.1; Column (6): Velocity-weighted covering fractions calculated from the same analysis for ion column densities in Column (5); Column (7): Number of components in the best-fits from the Voigt profile fits as described in Sec. 2.3.3.2. Notice that the O VI absorption in F01004 and the N V absorption of F07599 are BAL, and the 1-component fit is only tentative/experimental, with the aim to capture the overall absorption profile. Column (8): Ion column densities from the Voigt profile fits. The values for individual components from the best-fit model are separated by comma. This is also True for Column (9); Column (9): Covering fractions from the Voigt profile fits. The flag “f” in parenthesis indicates that the covering fraction is fixed to the corresponding value in the fits.
\[
\tau_2(v) = 2\tau_1(v)
\]  
\tag{2.11}

The column density of the ion can then be obtained by integrating the optical depth over the velocity adopting

\[
N_{\text{ion}} = \frac{m_e c}{\pi e^2 f\lambda} \int \tau(v) dv
\]  
\tag{2.12}

The resulting values of \(N_{\text{ion}}\) are listed in Table 2.5.

\textbf{2.3.3.2 Voigt Profile Fitting of O VI and N V Absorbers}

A popular approach to quantify the absorption features is to fit them with the product of individual components assuming Voigt profiles for the optical depth distribution in frequency (or velocity, wavelength) space. As discussed in Sec. 2.3.3.1, there is evidence for partial covering in a few objects. To account for this, we also include a constant covering fraction parameter to each component of the model. The final model of the normalized intensity can then be written as

\[
I(\nu) = \prod \{1 - C_f [1 - e^{-\tau(\nu)}]\}
\]  
\tag{2.13}

\[
\tau(\nu|N, b, z) = N\sigma_0 f_{\text{osc}} \Phi(\nu|b, z)
\]  
\tag{2.14}

\(C_f, \tau, \nu, N, b, f_{\text{osc}},\) and \(\sigma_0\) are the covering fraction parameter, optical depth, frequency, ion column density, Doppler parameter, oscillator strength, and cross section, respectively. \(\Phi(\nu|b, z)\) is the normalized Voigt profile. The adopted atomic parameters are taken from Morton [2003].

In the fitting procedures, the model described above is further convolved with the line-
spread function of HST/COS tabulated on the HST/COS website\(^3\). We adopt a customized software built on the non-linear least-squares fit implemented in LMFIT to search for the best-fit model. In our software, a velocity component is added to the model if the Bayesian Information Criterion (BIC) [Ivezić et al., 2019] decreases, and this process stops when the minimum BIC value is found. The model with the lowest BIC value is then chosen as the best-fit to the data, which is also confirmed by a visual inspection. In addition, we have tested this by manually fitting the absorption line profile with \(n+1\) components when \(n\) components are required by the best fit. The change in total column density is in general \(\lesssim 0.1\) (in logarithm), within the uncertainty of total column density derived from the best-fit model. The uncertainties of the best-fit parameters are calculated from the 1-\(\sigma\) (68.3\%) confidence interval adopting the conf_interval function of LMFIT, which takes into account the covariances between blended absorption components.

The best fits for all absorbers clearly detected in our sample are shown in Fig. 2.6. The covering factor, \(C_f\), is fixed to unity in two objects: for F21219, the fit is unable to break the degeneracy between the covering factor and ion column density; for F23060 no evidence of partial covering is suggested by the data. For Z11598 and F13218, the ion column densities are reported as lower limits due to the saturation of the absorption features. Additionally, the fits for the N V BAL in F07599 and O VI BAL in F01004 are highly uncertain given the model parameter degeneracy caused by the saturation and smoothness of the absorption feature, and the large uncertainties in the continuum determination.

Following Paper I, our fitting scheme assumes that the velocity dependence of the optical depth can be parameterized as the sum of discrete independent components with Voigt profiles

\(^3\)https://www.stsci.edu/hst/instrumentation/cos/performance/spectral-resolution
Figure 2.6: Best fits to the O VI $\lambda\lambda$1032, 1038 and N V $\lambda\lambda$1238, 1243 absorption features detected in our sample of ULIRGs using multi-component Voigt profile fitting. Notice that for the BAL in F01004 and F07599, the single-component fits are tentative/experimental, only aiming to capture the overall shape of the BAL. In each panel, the normalized flux density is shown by the black solid curve. The overall best-fit model and individual components of this model are shown by the red solid curve and blue dashed curves, respectively. All spectra are normalized to the local continuum and shown in the rest-frame of the bluer transitions of corresponding objects.

and constant covering fractions, and that the individual absorbers simply overlap with each other along the line-of-sight. In reality, the $C_f$ is probably a more complex function of velocities [Arav et al., 2005, 2008, 2013], and the absorbing material may completely overlap, partially overlap
or not overlap each other. While our approach cannot account for these details, it is sufficient to meet our primary goal, which is to characterize the overall strength and kinematics of these absorbers, and put constraints on the ion column density.

The column densities and covering fractions from these fits are summarized in Table 2.5. For sources Z11598, F13218 and F21219, the results are consistent with those obtained from the analysis of the absorption doublets with partial covering model as described in Sec. 2.3.3.1. Further discussion based on these fits is postponed until Sec. 2.5.

2.4 Origin of the Lyα Emission

Intuitively, strong Lyα emission is not expected in dusty ULIRGs due to the huge optical depth. The origin of Lyα emission in our objects is therefore worth investigating. In this section, we focus on three factors that may help with the production and/or escape of Lyα photons in our ULIRG sample:

(i) AGN: The AGN activity may intrinsically produce more Lyα photons than what we have assumed. For example, the gas density may be so high in the broad line region (and perhaps also narrow line region) of AGN that collisional excitation becomes important in promoting Lyα emission [e.g., Dijkstra, 2017]. Radiation from the AGN may also ionize the gas and destroy the dust in the Lyα-emitting regions and material along the line-of-sight, and therefore reduce the overall opacity to the Lyα emission. (ii) Outflow: The blueshifted Lyα emission may come from the outflowing gas. The velocity offset between the outflow and the interstellar medium decreases the optical depth to the Lyα emission radiated from the fast-moving gas. The outflow can also create low opacity pathways for Lyα photons by clearing out the gas and dust. In
addition, the outflow may have broken out of the dusty ISM so that Ly$\alpha$ photons can escape freely. (iii) Dust: The Ly$\alpha$ photons are heavily affected by complicated, dust-related radiative transfer effects, which directly affect the observed properties of the Ly$\alpha$ emission in ULIRGs.

In our analyses, we adopt Kendall tau correlation tests to examine potential correlations between the properties of Ly$\alpha$ emission and those of the AGN, outflows, and dust reddening. Specifically, we adopt the method from Isobe et al. [1986] to compute the Kendall tau correlation coefficient. The $p$-value of null hypothesis (no correlation) is calculated to show the statistical significance of the correlation. This method can handle censored data, which is the case for EW$_{Ly\alpha}$ and $f_{esc}(Ly\alpha)$. We use the implementation of pymccorrelation [Privon et al., 2020], which perturbs the data with Monte Carlo method to compute the error in the correlation coefficient [Curran, 2014]. To expand the dynamic ranges of the variables in the analyses, by default, we also include the results of the starburst-dominated ULIRGs from M15, whenever possible. The results from these correlation tests are summarized in Table 2.6.
Table 2.6. Correlation Tests with the Lyα Properties

<table>
<thead>
<tr>
<th>x</th>
<th>y</th>
<th>sample</th>
<th>N</th>
<th>p-value</th>
<th>r</th>
</tr>
</thead>
<tbody>
<tr>
<td>L_{AGN} EW_{Lyα}</td>
<td>A 20</td>
<td>0.002</td>
<td>0.49±0.13</td>
<td></td>
<td></td>
</tr>
<tr>
<td>L_{AGN} f_{esc}(Lyα)</td>
<td>A 26</td>
<td>0.062</td>
<td>0.26±0.16</td>
<td></td>
<td></td>
</tr>
<tr>
<td>L_{AGN} v_{80}</td>
<td>A 14</td>
<td>0.058</td>
<td>-0.38±0.17</td>
<td></td>
<td></td>
</tr>
<tr>
<td>L_{AGN} v_{50}</td>
<td>A 14</td>
<td>0.095</td>
<td>-0.34±0.15</td>
<td></td>
<td></td>
</tr>
<tr>
<td>L_{AGN} W_{80}</td>
<td>A 14</td>
<td>0.066</td>
<td>0.37±0.18</td>
<td></td>
<td></td>
</tr>
<tr>
<td>f_{AGN} EW_{Lyα}</td>
<td>A 20</td>
<td>0.023</td>
<td>0.37±0.13</td>
<td></td>
<td></td>
</tr>
<tr>
<td>f_{AGN} f_{esc}(Lyα)</td>
<td>A 26</td>
<td>0.068</td>
<td>0.25±0.14</td>
<td></td>
<td></td>
</tr>
<tr>
<td>f_{AGN} v_{80}</td>
<td>A 14</td>
<td>0.470</td>
<td>-0.08±0.19</td>
<td></td>
<td></td>
</tr>
<tr>
<td>f_{AGN} v_{50}</td>
<td>A 14</td>
<td>0.429</td>
<td>-0.08±0.22</td>
<td></td>
<td></td>
</tr>
<tr>
<td>f_{AGN} W_{80}</td>
<td>A 14</td>
<td>0.439</td>
<td>-0.08±0.20</td>
<td></td>
<td></td>
</tr>
<tr>
<td>v_{80} [O III]</td>
<td>EW_{Lyα}</td>
<td>A 18</td>
<td>0.064</td>
<td>-0.32±0.19</td>
<td></td>
</tr>
<tr>
<td>v_{80} [O III]</td>
<td>f_{esc}(Lyα)</td>
<td>A 20</td>
<td>0.049</td>
<td>-0.32±0.20</td>
<td></td>
</tr>
<tr>
<td>v_{80} [O III]</td>
<td>v_{80}</td>
<td>A 18</td>
<td>&lt;0.001</td>
<td>0.72±0.08</td>
<td></td>
</tr>
<tr>
<td>v_{80} [O III]</td>
<td>v_{80}</td>
<td>B 12</td>
<td>0.003</td>
<td>0.65±0.14</td>
<td></td>
</tr>
<tr>
<td>v_{80} [O III]</td>
<td>v_{80}</td>
<td>C 8</td>
<td>0.008</td>
<td>0.77±0.13</td>
<td></td>
</tr>
<tr>
<td>v_{50} [O III]</td>
<td>EW_{Lyα}</td>
<td>B 12</td>
<td>0.398</td>
<td>-0.06±0.30</td>
<td></td>
</tr>
<tr>
<td>v_{50} [O III]</td>
<td>f_{esc}(Lyα)</td>
<td>B 13</td>
<td>0.381</td>
<td>0.04±0.26</td>
<td></td>
</tr>
<tr>
<td>v_{50} [O III]</td>
<td>v_{50}</td>
<td>B 12</td>
<td>0.041</td>
<td>0.45±0.18</td>
<td></td>
</tr>
<tr>
<td>v_{50} [O III]</td>
<td>v_{50}</td>
<td>C 8</td>
<td>0.013</td>
<td>0.72±0.15</td>
<td></td>
</tr>
<tr>
<td>W_{80} [O III]</td>
<td>EW_{Lyα}</td>
<td>B 12</td>
<td>0.439</td>
<td>-0.05±0.25</td>
<td></td>
</tr>
<tr>
<td>W_{80} [O III]</td>
<td>f_{esc}(Lyα)</td>
<td>B 14</td>
<td>0.228</td>
<td>0.23±0.19</td>
<td></td>
</tr>
<tr>
<td>W_{80} [O III]</td>
<td>W_{80}</td>
<td>B 12</td>
<td>0.007</td>
<td>0.60±0.14</td>
<td></td>
</tr>
<tr>
<td>W_{80} [O III]</td>
<td>W_{80}</td>
<td>C 8</td>
<td>0.083</td>
<td>0.49±0.27</td>
<td></td>
</tr>
<tr>
<td>A_{91} [O III]</td>
<td>EW_{Lyα}</td>
<td>B 12</td>
<td>0.285</td>
<td>-0.20±0.28</td>
<td></td>
</tr>
<tr>
<td>A_{91} [O III]</td>
<td>f_{esc}(Lyα)</td>
<td>B 14</td>
<td>0.468</td>
<td>0.10±0.16</td>
<td></td>
</tr>
<tr>
<td>A_{91} [O III]</td>
<td>A_{91}</td>
<td>B 12</td>
<td>0.012</td>
<td>0.56±0.13</td>
<td></td>
</tr>
</tbody>
</table>
### Table 2.6 (cont’d)

<table>
<thead>
<tr>
<th>x (1)</th>
<th>y (2)</th>
<th>sample (3)</th>
<th>N (4)</th>
<th>p-value (5)</th>
<th>r (6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_{91}[O,\text{III}]$</td>
<td>$A_{91}$</td>
<td>C</td>
<td>8</td>
<td>$0.017 \pm 0.020$</td>
<td>$0.69 \pm 0.17$</td>
</tr>
<tr>
<td>$v_{80},H\alpha$</td>
<td>EW$_{Ly\alpha}$</td>
<td>B</td>
<td>14</td>
<td>$0.174 \pm 0.22$</td>
<td>$0.19 \pm 0.30$</td>
</tr>
<tr>
<td>$v_{80},H\alpha$</td>
<td>$f_{esc}(Ly\alpha)$</td>
<td>B</td>
<td>17</td>
<td>$0.423 \pm 0.20$</td>
<td>$0.37 \pm 0.14$</td>
</tr>
<tr>
<td>$v_{90},H\alpha$</td>
<td>$v_{80}$</td>
<td>B</td>
<td>14</td>
<td>$0.001 \pm 0.10$</td>
<td>$0.64 \pm 0.13$</td>
</tr>
<tr>
<td>$v_{50},H\alpha$</td>
<td>EW$_{Ly\alpha}$</td>
<td>B</td>
<td>14</td>
<td>$0.534 \pm 0.18$</td>
<td>$0.18 \pm 0.20$</td>
</tr>
<tr>
<td>$v_{50},H\alpha$</td>
<td>$f_{esc}(Ly\alpha)$</td>
<td>B</td>
<td>15</td>
<td>$0.316 \pm 0.26$</td>
<td>$0.13 \pm 0.22$</td>
</tr>
<tr>
<td>$v_{50},H\alpha$</td>
<td>$v_{50}$</td>
<td>B</td>
<td>14</td>
<td>$0.437 \pm 0.22$</td>
<td>$0.01 \pm 0.24$</td>
</tr>
<tr>
<td>$W_{80},H\alpha$</td>
<td>EW$_{Ly\alpha}$</td>
<td>B</td>
<td>14</td>
<td>$0.203 \pm 0.21$</td>
<td>$0.23 \pm 0.21$</td>
</tr>
<tr>
<td>$W_{80},H\alpha$</td>
<td>$f_{esc}(Ly\alpha)$</td>
<td>B</td>
<td>16</td>
<td>$0.411 \pm 0.21$</td>
<td>$0.03 \pm 0.23$</td>
</tr>
<tr>
<td>$W_{80},H\alpha$</td>
<td>$W_{80}$</td>
<td>B</td>
<td>14</td>
<td>$0.005 \pm 0.14$</td>
<td>$0.50 \pm 0.13$</td>
</tr>
<tr>
<td>$A_{91},H\alpha$</td>
<td>EW$_{Ly\alpha}$</td>
<td>B</td>
<td>14</td>
<td>$0.373 \pm 0.21$</td>
<td>$0.00 \pm 0.26$</td>
</tr>
<tr>
<td>$A_{91},H\alpha$</td>
<td>$f_{esc}(Ly\alpha)$</td>
<td>B</td>
<td>16</td>
<td>$0.463 \pm 0.18$</td>
<td>$0.10 \pm 0.16$</td>
</tr>
<tr>
<td>$A_{91},H\alpha$</td>
<td>$A_{91}$</td>
<td>B</td>
<td>14</td>
<td>$0.039 \pm 0.16$</td>
<td>$0.41 \pm 0.16$</td>
</tr>
<tr>
<td>$E(B-V)$</td>
<td>$f_{esc}(Ly\alpha)$</td>
<td>A</td>
<td>20</td>
<td>$0.371 \pm 0.20$</td>
<td>$0.00 \pm 0.10$</td>
</tr>
</tbody>
</table>

Note. — Column (1): Independent variable (AGN and host galaxy property). Column (2): Dependent variable (Ly$\alpha$ property). Column (3): Flag for the sample adopted in the analysis. A: Our ULIRG sample + the ULIRG sample from M15; B: Our ULIRG sample alone; C: Sources with Type 2 AGN in our ULIRG sample. Column (4): Number of data points; Column (4) $p$-value of null hypothesis (no correlation) from the Kendall tau correlation test; Column (5) Kendall tau correlation coefficient $r$ with the associated 1-$\sigma$ error.

### 2.4.1 Effect of the AGN

First, we examine the possible link between the strength of the AGN (more specifically, the AGN luminosities, $L_{AGN}$, and AGN fractions, $f_{AGN}$; see Table 5.1) and the properties of Ly$\alpha$ emission. As shown in Fig. 2.7, the EWs of Ly$\alpha$ (EW$_{Ly\alpha}$) increase with both $L_{AGN}$ and $f_{AGN}$. The $p$-values are $\sim$0.002 and $\sim$0.023 based on the Kendall tau tests, respectively. In addition, $L_{AGN}$ may also correlate with the kinematic properties of Ly$\alpha$ ($v_{80}$, $v_{50}$, $A_{91}$, and $W_{80}$ of Ly$\alpha$; $p$-values $\simeq$ 0.06–0.10). As an example, $v_{80}$ of Ly$\alpha$ are plotted against $L_{AGN}$ and $f_{AGN}$ in Fig. 2.8. These weak trends are mainly driven by the Type 1 sources with small $v_{80}$ and large $W_{80}$: indeed, the correlations are not statistically significant ($p$-values > 0.1) when the Type 1 sources are excluded.
Next, we explore the behavior of the Ly$\alpha$ escape fraction, $f_{\text{esc}}$(Ly$\alpha$), with the strength of the AGN, as shown in Fig. 2.9. There are possible positive correlations between $L_{\text{AGN}}$ and $f_{\text{esc}}$(Ly$\alpha$) ($p$-value $\simeq 0.062$), and between $f_{\text{AGN}}$ and $f_{\text{esc}}$(Ly$\alpha$) ($p$-value $\simeq 0.068$). However, we note that these correlations are no longer significant ($p$-values $\simeq 0.2$ and $0.4$, respectively) if we exclude the data points of the starburst-dominated ULIRGs from M15.

Figure 2.7: The Ly$\alpha$ EWs for the ULIRGs in our sample (red) and those from M15 (black) versus AGN luminosities (left) and AGN fractions (right). There are statistically significant positive correlations between $L_{\text{AGN}}$ and EW$_{\text{Ly} \alpha}$, and between $f_{\text{AGN}}$ and EW$_{\text{Ly} \alpha}$.

Figure 2.8: The 80-percentile velocities $v_{80}$ of Ly$\alpha$ for the ULIRGs in our sample (red) and those from M15 (black) versus AGN luminosities (left) and AGN fractions (right). There are weak correlations between $L_{\text{AGN}}$ and $v_{80}$, and between $f_{\text{AGN}}$ and $v_{80}$, which are, however, mainly driven by the Type 1 sources with small $v_{80}$.
2.4.2 Effect of the Outflow

The prevalence of blueshifted Ly\(\alpha\) emission line profiles in our sample, as stated in Sec. 2.3.1, hints at a potential link between outflows and the Ly\(\alpha\) emission in our objects. Therefore, we start by simply checking whether there is a correlation between the \(EW_{Ly\alpha}\) and \(v_{80}\) of Ly\(\alpha\), and confirm a positive result (\(p\)-value \(\simeq 0.02\)). However, we note that this trend disappears (\(p\)-values > 0.1) if we do not include the starburst-dominated objects from M15. Similarly, we have also checked the potential correlation between \(f_{esc}(Ly\alpha)\) and \(v_{80}\) of Ly\(\alpha\), but no statistically significant trend is present (\(p\)-value \(\simeq 0.13\)).

2.4.2.1 Connection with the Ionized Outflow in Emission

The blueshift of the non-resonant, forbidden emission [O III] \(\lambda5007\) line in galaxies is strong evidence for ionized gas outflows [Veilleux et al., 2005a]. To investigate the connection between the blueshift of the Ly\(\alpha\) emission and [O III] outflowing gas, it is thus natural to deter-
mine whether the kinematic properties derived from the Lyα emission line are correlated with those based on the [O III] λ5007 emission. This comparison is shown in Fig. 2.10.

The most significant trend observed in our sample is the positive correlation between \(v_{80}\) of Lyα and [O III] \(\lambda5007\), with \(p\)-value < 0.001. This trend still holds if the data from M15 are excluded (\(p\)-values \(\simeq 0.003\)), or if only the type 2 sources are considered in the analysis (\(p\)-value \(\simeq 0.008\)). The values of \(v_{50}\), \(W_{80}\), and \(A_{91}\) of Lyα also show positive correlations with those of [O III] \(\lambda5007\), although they are statistically less significant (\(p\)-values of \(\sim 0.007 - 0.041\) from...
the Kendall tau tests\(^4\); see Table 2.6).

Additionally, as shown in Fig. 2.11, there may be weak correlations between \(v_{80,\text{[O III]}}\) (notice that this quantity is negative in the case of outflows) and \(\text{EW}_{\text{Ly}\alpha}\) (\(p\)-value \(\simeq 0.064\)), and between \(v_{80,\text{[O III]}}\) and \(f_{\text{esc}}(\text{Ly}\alpha)\) (\(p\)-value \(\simeq 0.049\)). This suggests that, to some extent, outflows may help clear the path for \(\text{Ly}\alpha\) photons to escape. However, these weak trends are no longer significant when the objects from M15 are excluded. Moreover, no statistically significant trends are visible when considering the other kinematic properties of \([\text{O III}]\ \lambda 5007\) \((v_{50,\text{[O III]}}\), \(W_{80,\text{[O III]}}\), and \(A_{91,\text{[O III]}}\)).

For the sake of completeness, we also briefly discuss the strong \(\text{H}\alpha\) line emission in these objects. We note that \(v_{80}\), \(W_{80}\), and \(A_{91}\) of \(\text{H}\alpha\) are positively correlated with those of \(\text{Ly}\alpha\) (\(p\)-value \(\simeq 0.001–0.039\); see Table 2.6), whereas no correlation is seen between \(v_{50}\) of \(\text{H}\alpha\) and \(\text{Ly}\alpha\) (\(p\)-value \(\simeq 0.437\)). While blueshifted \(\text{H}\alpha\) emission may indicate outflowing gas, \(\text{H}\alpha\) is likely dominated by the emission from the broad emission line region (BELR) in Type 1 sources (e.g. 3C 273, Mrk 1014; see Fig. 2.5). In addition, the nearby \([\text{N II}]\ \lambda\lambda 6548, 6583\) emission lines add uncertainty to the kinematic measurements based on \(\text{H}\alpha\). Therefore, we do not use the \(\text{H}\alpha\)-based kinematics to examine the link between the blueshifts of \(\text{Ly}\alpha\) and the ionized outflows in the remainder of the paper.

### 2.4.2.2 Connection with the O VI and/or N V Outflows

As discussed in Sec. 2.3.3, highly ionized O VI and/or N V outflows are detected in the HST/COS spectra of our ULIRGs. Among the 9 objects with both \(\text{Ly}\alpha\) measurements and con-

\(^4\)As a reminder, in the analyses including \(v_{50,\text{[O III]}}\), \(W_{80,\text{[O III]}}\), and \(A_{91,\text{[O III]}}\), we do not consider the sources from M15 as the corresponding measurements are not publicly available.
Figure 2.11: The Ly$\alpha$ EWs (left) and Ly$\alpha$ escape fractions (right) for the Type 1 (red) and Type 2 (blue) ULIRGs in our sample and the starburst-dominated ULIRGs from M15 (black) as function of the 80-percentile velocities $v_{80}$ of [O III] $\lambda 5007$ emission lines. There are weak correlations between $v_{80}$,[O III] and EW$_{Ly\alpha}$, and between $v_{80}$,[O III] and $f_{esc}(Ly\alpha)$, when both the data from our sample and sources in Martin+15 are considered.

continuum S/N high enough to allow for relatively solid detection of O VI and/or N V absorption features, 4 of them show O VI and/or N V outflows. There is no clear difference in the mean values and overall ranges of the Ly$\alpha$ escape fractions between the objects with and without O VI and/or N V outflows. The mean value of the Ly$\alpha$ EWs in the objects without outflow detection in O VI and/or NV is higher than those with outflows by $\sim 60\%$. However, these results are based on a very small sample, so no statistically robust conclusion may be drawn.

2.4.2.3 Connection with the Neutral Phase Outflows

Neutral gas outflows, traced by the blueshifted Na I D $\lambda\lambda 5890$, 5896 absorption features, are often detected in ULIRGs [e.g., Rupke et al., 2005c, Rupke and Veilleux, 2011, 2013a, Rupke et al., 2017]. As shown in Fig. 2.12, three of our objects have both blueshifted Ly$\alpha$ emission and blueshifted interstellar Na I D absorption features with similar kinematics. Specifically, for F05189, $v_{50}$ of Ly$\alpha$ emission is similar to that of the blueshifted component of the Na I D
absorption ($\sim -400$ km s$^{-1}$). For F11119, the blueshifted peak of the Ly$\alpha$ emission and $v_{50}$ of Na I D absorption have a similar velocity of $\sim -800$ km s$^{-1}$. For Mrk 231, $v_{50}$ of Na I D absorption ($\sim -5000$ km s$^{-1}$) is close to the velocity of the peak of the blueshifted wing of Ly$\alpha$ emission. Overall, if the blueshifted Ly$\alpha$ emission is indeed tracing the outflowing gas, as argued in Section 2.4.2.1, the results above hint at a possible connection between the outflowing gas traced by blueshifted Ly$\alpha$ and the outflowing neutral gas in these three objects. For instance, Ly$\alpha$ could be scattered off of the outflowing neutral gas traced by Na I D. However, given the very small number of objects where the Ly$\alpha$ – Na I D comparison was possible, these results may not apply to all objects in the sample.

Figure 2.12: Comparison between the Ly$\alpha$ (black) and Na I D $\lambda\lambda$5890, 5896 (blue) profiles for sources F05189 (left), F11119 (middle) and Mrk 231 (right). The blue dashed lines indicate the $v_{50}$ of the outflowing Na I D $\lambda\lambda$5890, 5896 component from Rupke et al. [2005c, excluding the systemic component in F05189]. The spectra are scaled for display purposes and the y axes are in arbitrary flux density units.

2.4.3 Effect of Dust

Complex dust-related radiative transfer processes may shape the observed Ly$\alpha$ emission. In the following, we explore how dust and its distribution within the galaxy may affect the escape of Ly$\alpha$ photons qualitatively, by examining the relation between the nebular line color excess, $E(B-V)$ (reflecting dust reddening of the line-emitting gas) and $f_{\text{esc}}$(Ly$\alpha$). A more quantitative
analysis on this issue requires a careful modelling of the radiative transfer processes, which is beyond the scope of this paper.

![Figure 2.13: Lyα escape fractions, $f_{\text{esc}}(\text{Ly}\alpha)$, for the AGN-dominated ULIRGs in our sample (red: Type 1 AGN; blue: Type 2 AGN) and the starburst-dominated ULIRGs from M15 (black) as a function of the color excess $E(B-V)$. The green dashed line indicates the continuum attenuation at the wavelength of Lyα transition as given by a Cardelli et al. [1989a] reddening curve and the color excess (measured from the Balmer decrement).](image)

In Fig. 2.13, we plot $f_{\text{esc}}(\text{Ly}\alpha)$ as a function of $E(B-V)$ for both our objects and the starburst-dominated ULIRGs from M15. Also shown in the figure is the expected $f_{\text{esc}}(\text{Ly}\alpha)$ given the continuum attenuation at the Lyα transition derived from the values of $E(B-V)$ based on the Cardelli et al. [1989a] reddening curve. In the figure, there is a lack of correlation between the $E(B-V)$ and $f_{\text{esc}}(\text{Ly}\alpha)$ ($p$-value $\simeq 0.371$ from the Kendall tau test, see Table 2.6), which is inconsistent with the naive expectation that $f_{\text{esc}}(\text{Ly}\alpha)$ should decrease with increasing $E(B-V)$. In addition, the Lyα emission in 6 out of the 14 ULIRGs with clear Lyα detections show $f_{\text{esc}}(\text{Ly}\alpha)$ much higher than the values expected from the reddening curve. Similar phenomena have been seen in nearby Lyα-emitting galaxies with $E(B-V) \gtrsim 0.3$, where Lyα emission is on average several times stronger than expected [Scarlata et al., 2009, Atek et al., 2014, Hayes et al., 2014].
Figure 2.14: $f_{esc}(\text{Ly}\alpha)$ as a function of $E(B - V)$ from a simple model reflecting the effect of mixing two ionized gas clouds: one cloud with no dust content and unity H\textalpha luminosity, and the other one with increasing dust reddening and H\textalpha luminosity. The H\textalpha luminosity ratio of the dusty cloud to the dust-free cloud is indicated by the color of the data point. Along each track of data points with the same color, the $E(B - V)$ of the dusty cloud increases from left to right. The green dashed line indicates the same continuum attenuation as shown in Fig. 2.13.

The two phenomena described above may be caused by the fact that our observations reflect the integrated properties of regions with various dust extinction within one galaxy. The observed emission lines come from both the dusty regions (more likely located in the central parts of the systems) and dust-free/less dusty regions such as broad line region of the AGN, off-nuclear H II region, diffused ionized gas, tidally stripped gas during the merging process or even outflowing gas at large distance from the nucleus. The observed Ly\alpha flux and $E(B - V)$ are the integrated values of all these regions with different weights, which may therefore lead to large scatters in
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the relation between $E(B - V)$ and $f_{esc}(Ly\alpha)$. The higher $f_{esc}(Ly\alpha)$ at a given $E(B - V)$ may be explained if dusty regions bias the overall $E(B - V)$ to a value higher than those of less dusty regions where most of the observed Ly\(\alpha\) emission comes from [this scenario has been pointed out in previous work; e.g., Atek et al., 2014]. To illustrate this point, we build a simple model that considers the total Ly\(\alpha\) and Balmer emission lines from two ionized gas clouds: one with zero dust reddening, and one with increasing dust reddening. The H\(\alpha\) luminosity ratios of the two regions are also varied. The overall $E(B - V)$ and $f_{esc}(Ly\alpha)$ integrated over the two gas clouds are shown in Fig. 2.14. At large $E(B - V)$, the $f_{esc}(Ly\alpha)$ can be easily larger than the expected values based on the dust extinction curve, adopting case B. In addition, the overall distribution of the data points can also mimic the scatter/non-correlation seen in Fig. 2.13.

Similarly, the enhancement of $f_{esc}(Ly\alpha)$ may also be caused by the internal geometry of the ISM and the dust distribution within it that, together, change the behavior of Ly\(\alpha\) photons with respect to dust attenuation. At least two possible solutions have been proposed by previous works: (i) Atek et al. [2009] and Finkelstein et al. [2009] have invoked the Neufeld [1991] geometry where dust is embedded within the H I clumps of a multiphase ISM, and the scattering of Ly\(\alpha\) photons prevents them from encountering dust. However, radiative transport simulations show that this effective “boost” of Ly\(\alpha\) is very difficult unless parameters are carefully fine-tuned [Laursen et al., 2013, Duval et al., 2014]. The predicted increase of Ly\(\alpha\) EW with measured attenuation is not observed in our sample. (ii) Instead, Scarlata et al. [2009] argue for a scenario that is also built upon a clumpy dust distribution. It neither requires preservational scattering as in scenario (i) nor predicts that Ly\(\alpha\) EW increase with $E(B - V)$.

Alternatively, the higher-than-expected $f_{esc}(Ly\alpha)$ in the 6 sources may be caused by higher intrinsic Ly\(\alpha\) emission. Such deviation from case B may be caused by the high density gas within
the BELR of the AGN, where the collisional excitation enhances the intrinsic Ly\(\alpha\) emission. Nevertheless, following this logic, it may be odd that the higher-than-expected \(f_{\text{esc}}(\text{Ly}\alpha)\) are mostly seen in Type 2 sources rather than Type 1 sources where the Ly\(\alpha\) enhancement due to the dense BELR should be more prominent. For example, in the Type 1 source 3C 273, while the broad Ly\(\alpha\) emission line resembles the broad H\(\alpha\) emission line (see Fig. 2.5) and is thus likely originated from the BELR, the \(f_{\text{esc}}(\text{Ly}\alpha)\) in 3C 273 is close to the expected value under case B condition.

2.4.4 Overall Trends

In short, the analyses above indicate that the EWs of Ly\(\alpha\) are more closely related to the strength of AGN activity (e.g., \(L_{\text{AGN}}, f_{\text{AGN}}\)), while the blueshifts of Ly\(\alpha\) emission are more closely linked to those of non-resonant optical emission lines tracing ionized gas outflows. It is likely that the AGN activity governs the overall production of Ly\(\alpha\) emission and the outflowing gas generates the blueshifted Ly\(\alpha\) emission.

Additionally, the Ly\(\alpha\) escape fractions, \(f_{\text{esc}}(\text{Ly}\alpha)\), tend to be slightly higher in sources with stronger AGN and faster outflows. Nevertheless, the \(f_{\text{esc}}(\text{Ly}\alpha)\) does not correlate with the dust reddening, \(E(B – V)\), and 6 out of the 14 objects show \(f_{\text{esc}}(\text{Ly}\alpha)\) higher than the expectation from attenuation adopting case B conditions and the extinction curve from Cardelli et al. [1989a].
2.5 O VI and N V Absorbers in the ULIRGs

2.5.1 Origin of the O VI and N V Absorbers

We now turn our attention to the O VI and N V absorption features. Given the general blueshifts of these features, they are most likely tracing gas driven out of these galaxies by the starburst and/or AGN. Other possible origins include tidal debris from the galaxy merger, intervening circumgalactic medium (CGM), and stellar absorption.

Following Paper I, the characteristics of O VI and N V absorption features that indicate a quasar-driven wind origin include (1) line profiles that are broad and smooth compared to the thermal line widths (10–20 km s$^{-1}$ for N$^{4+}$ and O$^{5+}$) ions at temperature T $\approx$ 10$^{4.5}$ – 10$^{5.5}$ K, (2) line ratios of the doublets O VI $\lambda$1032/$\lambda$1038 and N V $\lambda$1238/$\lambda$1243 that imply partial covering of the quasar emission source, and perhaps (3) large column densities in these high-ionization ions and/or high O VI/H I column density ratio [Hamann et al., 1997b,a, Tripp et al., 2008, Hamann et al., 2019].

All blueshifted O VI and N V absorbers detected in the 6 ULIRGs meet criterion (1) except for the 2 narrow ($\sigma$ $\sim$ 30 km s$^{-1}$) components out of the 3 components in the best-fit O VI profile of F13218 and the 2 narrow ($\sigma$ $\sim$ 20 – 30 km s$^{-1}$) components out of the 4 components in the best-fit N V profile of F21219. In addition, the O VI and N V absorption features in Z11598 and F13218 meet criterion (2), and the deep BAL features in F01004 and F07599 suggest potentially high column densities in agreement with criterion (3). So, in the end, all 6 ULIRGs show certain O VI and N V absorption features consistent with quasar-driven winds. This translates into an

---

5The narrow line widths of these components do not rule out their outflow origin. AGN outflows can also show combinations of smooth broad components with narrow comps superimposed [e.g., Yuan et al., 2002]
Table 2.7. Estimated Outflow Energetics for O VI and N V Absorptions

<table>
<thead>
<tr>
<th>Name</th>
<th>log(dM/dt) log(dp/dt) log(dE/dt)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1) [M⊙ yr⁻¹]        [g cm s⁻²]  [erg s⁻¹]</td>
</tr>
<tr>
<td>F01004, O VI</td>
<td>&gt;-2.6    &gt;32.3            &gt;40.6</td>
</tr>
<tr>
<td>F07599, N V</td>
<td>&gt;-1.0    &gt;34.4            &gt;43.3</td>
</tr>
<tr>
<td>Z11598, O VI</td>
<td>&gt;-3.9    &gt;29.7            &gt;36.7</td>
</tr>
<tr>
<td>Z11598, N V</td>
<td>&gt;-4.0    &gt;29.7            &gt;36.9</td>
</tr>
<tr>
<td>F13218, O VI</td>
<td>&gt;-4.7    &gt;29.3            &gt;36.7</td>
</tr>
<tr>
<td>F21219, O VI</td>
<td>&gt;-4.7    &gt;30.3            &gt;38.6</td>
</tr>
<tr>
<td>F21219, N V</td>
<td>&gt;-4.0    &gt;31.0            &gt;39.3</td>
</tr>
<tr>
<td>F23060, N V</td>
<td>&gt;-5.1    &gt;29.1            &gt;36.6</td>
</tr>
</tbody>
</table>

Note. — Column (1): Object and absorption feature names; Column (2)-(4): Estimated lower limits of mass, momentum, and kinetic energy outflow rates as described in Sec. 2.5.2. A radial distance of 0.1 pc, an ionization correction factor of 0.2 [e.g., Tripp and Savage, 2000], and a solar metallicity are adopted in the calculation. The absorption features in F01004 and F07599 are broad absorption lines (BAL), and the lower limits listed are just a rough estimation from a tentative/experimental single component fit to the BAL.

apparent outflow incidence rate of ~50%, close to that of the quasar sample in Paper I. We will expand on this topic in Sec. 2.6.

In contrast, the redshifted component of the O VI λλ1032, 1038 absorption feature in Z11598 may arise from tidal debris or infalling gas. It is not likely associated with the CGM since such relatively strong N V absorption line is rarely found in CGM studies at the low redshift [Werk et al., 2016], but with several notable exceptions [Ding et al., 2003, Lehner et al., 2009, Savage et al., 2010, Tripp et al., 2011, Muzahid et al., 2015, Rosenwasser et al., 2018, Gatkine et al., 2019, Zahedy et al., 2020]. In addition, we cannot rule out the possibility that the two narrow components (|v| ≲ 500 km s⁻¹, σ ∼ 30 km s⁻¹) in the O VI profile of F13218 come from the turbulent ISM and/or CGM of the system.
2.5.2 Location and Energetics of the Outflows

Here we start with the constraints on the location of the O VI and N V absorbers detected in our ULIRG sample. In Z11598 and F13218 (and perhaps also all other 4 ULIRG with detected absorbers), the O VI and/or N V absorption features are deeper than the FUV continuum level, implying that part of the O VI and N V emission produced in the BELR is also absorbed. These absorbers are thus located outside the BELR which has a scale of

\[ r_{BELR} \simeq 0.1 \left( \frac{\lambda L_\lambda(1350 \AA)}{2 \times 10^{46} \text{ erg s}^{-1}} \right)^{0.55} \text{ pc} \]  

(2.15)

[e.g., Kaspi et al., 2005, 2007, Bentz et al., 2013]. The equation (16) above is based on the C IV-traced BELR size luminosity relation from equation (2) in Kaspi et al. [2007], and the denominator, $2 \times 10^{46}$ erg s$^{-1}$, corresponds to the \( \lambda L_\lambda(1350 \, \AA) \) of 3C 273. This typical scale is also consistent with the VLTI/GRAVITY result on the size of the BELR of 3C 273 \( r \simeq 0.12 \pm 0.03 \) pc; Gravity Collaboration et al., 2018.

As for the upper limit on the radial distance of the outflows, qualitative constraints exist for the two objects with evidence of partial covering, Z11598 and F21219. The distance of the outflows in these two sources cannot be significantly larger than the size of the region where the continuum radiation comes from. The evidence of partial covering in these two objects also sets interesting limits on the size of the absorbing cloud: If the absorbing material is a single uniform cloud with a 100% filling factor, the cloud size should thus be \( \lesssim 0.1 \) pc. However, if the absorbing material is made of multiple clouds, the partial covering may instead reflect the small filling factor of the clouds, and the sizes of individual clouds may be much smaller than 0.1 pc.
The mass, momentum, and kinetic energy outflow rates of the highly ionized outflow detected in our sample are estimated using the following equations:

\[
\frac{dE}{dt} = 3.3 \times 10^{39} (\frac{Q}{0.15}) \left( \frac{N_H}{10^{22} \text{cm}^{-2}} \right) \left( \frac{R}{0.1 \text{pc}} \right) v_{1000}^3
\]  
(2.16)

\[
\frac{dp}{dt} = 6.7 \times 10^{32} (\frac{Q}{0.15}) \left( \frac{N_H}{10^{22} \text{cm}^{-2}} \right) \left( \frac{R}{0.1 \text{pc}} \right) v_{1000}^2
\]  
(2.17)

\[
\frac{dm}{dt} = 0.003 (\frac{Q}{0.15}) \left( \frac{N_H}{10^{22} \text{cm}^{-2}} \right) \left( \frac{R}{0.1 \text{pc}} \right) v_{1000}
\]  
(2.18)

In the equations above, \(Q\) is an approximate global outflow covering factor quoted from Paper I, based on the incidence of mini-BALs in the SDSS quasars [Trump et al., 2006, Knigge et al., 2008, Gibson et al., 2009, Allen et al., 2011]; \(R\) is the radial distance of the outflow and the value of 0.1 pc is a place-holder adopted for illustrative purposes; \(N_H\) is the column density of hydrogen, and \(v_{1000}\) is the outflow velocity in units of 1000 km s\(^{-1}\) obtained from the Voigt profile fits described in Sec. 2.3.3.2.

Note that the Voigt profile fits are highly uncertain for the O VI BAL in F01004, and the N V BAL in F07599, as stated in Sec. 2.3.3.2. Therefore, only rough estimations of the ion column densities may be obtained from the fits. For Z11598 and F13218, the O VI and N V absorption features are also saturated despite their much narrower line widths, so the corresponding ion column densities from the fits are also uncertain. Nevertheless, the results derived from the Voigt profile fits are consistent with those derived from analyzing the absorption doublet with partial covering model, as described in Sec. 2.3.3.1 (see Table 2.5). For the N V absorption in F21219, the ion column density acquired from the analysis with partial covering model is a bit higher than that from the Voigt profile fits, which is expected as the partial covering factor, while fixed to...
unity in the Voigt profile fit, should be less than unity.

Next, the ion column densities are converted into hydrogen column densities. The metal abundance and ionization correction factor needed for the conversion can, in principle, be determined from elaborate photoionization modeling when multiple absorbers from both high- and low-ionization species are present [e.g., Arav et al., 2013, Haislmaier et al., 2021], but this information is not available for our objects. For simplicity, we adopt a solar abundance [while super-solar metallicities are also reported in the literature; e.g., Moe et al., 2009] and a ionization correction factor of 0.2 [which is a conservative upper limit reported in the literature; e.g., Tripp and Savage, 2000] in the calculations. As discussed at the beginning of this section, the radial distances of these absorbers are largely unconstrained, other than the fact that the absorbers in Z11598 and F13218 are located outside of the BELR ($r \gtrsim 0.1$ pc). Adopting these aforementioned values, the obtained mass, momentum, and energy outflow rates are likely lower limits as reported in Table 4.4. In general, they are modest ($\lesssim 1\%$) compared with the star formation rates, AGN radiation momenta, and AGN luminosities of the systems. However, for the highly saturated O VI BAL in F01004 and N V BAL in F07599, the column density of the outflowing gas and thus the outflow energetics are probably severely underestimated.

2.6 O VI and N V Absorbers in the Combined ULIRG + Quasar Sample

In this section, we explore the properties of the highly ionized O VI and N V absorbers along the ULIRG-QSO merger sequence [e.g., see Sanders et al., 1988, Hopkins et al., 2009, Veilleux et al., 2009b, and references therein] by combining the 11 ULIRGs with high enough continuum S/N to allow for O VI and N V absorption detections (ULIRG F15250 is excluded.
from the analysis given that the N V absorption feature is highly uncertain due to contamination from geo-coronal emission) and the 30 quasars presented in Paper I (3 of the 33 quasars in Paper I overlap with the ULIRG sample and are thus already included). In total, 6 ULIRGs (see Sec. 2.3.3) and 17 quasars (see Section 7.1 in Paper I) show O VI and N V absorbers indicative of quasar-driven outflows. In addition, to be consistent with the analyses in Paper I and to maximize the sample size for better statistics, we also include the narrow O VI and/or N V absorption features in the 3 quasars from Paper I that do not meet our criteria for quasar-driven outflows. The absorption features in these three objects are relatively narrow ($\sigma_{rms} \approx 10–30$ km s$^{-1}$) and are redshifted in two of these objects.

2.6.1 Overall Incidence Rates and Regressions

Based on the measurements listed in Table 2.5, while quite uncertain due to the small sample size, we can estimate the incidence rate of absorption features in the ULIRG-only sample. Adopting the $\beta$ distribution [Cameron, 2011] used in Paper I, we obtain an incidence rate of $\sim 55\%$ (1-$\sigma$ range: $\sim 40\%–68\%$) for the detection of O VI or N V or both absorption features. This is similar to the rate of $\sim 61\%$ (1-$\sigma$ range: $\sim 52\%–68\%$) obtained in Paper I, which is based on the quasar sample alone. In the combined ULIRG + quasar sample, the overall incidence rate of O VI or N V or both absorption features is $\sim 63\%$ (1-$\sigma$ range: $\sim 55\%–70\%$).

Next, we explore how the incidence rates and properties (velocity-integrated EWs, $W_{eq}$, depth-weighted velocities, $v_{wtavg}$, and velocity dispersions, $\sigma_{rms}$) of the O VI and N V absorption features depend on the AGN and host galaxy properties of our objects, adopting the $\beta$ distribution above and regressions described below. Following Paper I, we apply linear regressions adopting
the Bayesian model in LINMIX_ERR [Kelly, 2007]. We use the Metropolis-Hastings sampler and a single Gaussian to represent the distribution of the parameters. LINMIX_ERR allows censored values for dependent variables \((y)\), which is the case for \(W_{eq}\). The only exceptions involve \(N_H(\text{X-ray})\), where both \(x\) and \(y\) values are censored, in which case we adopt the Kendall tau correlation test described at the beginning of Sec. 2.4. For both methods, we calculated the correlation coefficients \(r\) and their \(1-\sigma\) errors. A perfect correlation gives \(r = 1\) and a perfect anti-correlation gives \(r = -1\). A sample with no correlation at all gives \(r = 0\). In addition, we have computed the significance of a correlation, \(P(r)\), as the fraction of correlation coefficients \(r \leq 0\) (\(r \geq 0\)) for a positive (negative) correlation\(^6\). For LINMIX_ERR, the distribution of \(r\) are acquired from the posterior distribution, while for pymccorrelation, they are obtained from the Monte Carlo perturbations.

For the regressions, we do not take O VI and N V data as independent measurements. Therefore, when measurements are available for both doublets in a given source, we take the average of the measurements (either detection or limit) from the two lines. If only one line is detected, we use the measurement for the detection. In addition, when multiple X-ray measurements exist for a source, we take the average of them. Errors in \(L_{bol}, L_{IR}, L_{1IR}/L_{BOL}, L_{FIR}/L_{BOL}\), and \(\alpha_{UV,X}\) are unknown or largely uncertain, so for the regressions we fix their errors to \(\pm 0.1\) dex\(^7\). For \(\lambda L_{1125}\), we ignore the negligible statistical measurement errors. As examples, the final data points adopted for the regressions are shown in the inset panels of Fig. 2.15 and 2.16.

\(^6\)From LINMIX_ERR, it is technically difficult to calculate the classic \(p\)-value in null hypothesis significance testing. Nevertheless, our definition of \(P(r)\) can describe the significance of the correlation similarly. Like \(p\)-value \(< 0.05\), \(P(r) < 0.05\) also indicates a statistically significant correlation: it suggests that the possibility is 95% for the correlation coefficient \(r\) to be larger (smaller) than 0, in the case of a positive (negative) correlation. Note that this \(P(r)\) was called \(p\)-value in Paper I, which is abandoned in this Paper II to avoid ambiguity.

\(^7\)Note that the results of the regression analysis do not change even if we adopt larger errors of up to \(\pm 0.5\) dex.
Table 2.8. Incidence Rates of O VI and N V Absorbers in the Combined ULIRG + Quasar Sample

<table>
<thead>
<tr>
<th>Line (1)</th>
<th>Detection (2)</th>
<th>Total (3)</th>
<th>Fraction (1-σ range) (4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>All Quasars and ULIRGs</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>O VI</td>
<td>17</td>
<td>25</td>
<td>0.68 (0.58–0.76)</td>
</tr>
<tr>
<td>N V</td>
<td>17</td>
<td>34</td>
<td>0.50 (0.42–0.58)</td>
</tr>
<tr>
<td>Both</td>
<td>8</td>
<td>18</td>
<td>0.44 (0.34–0.56)</td>
</tr>
<tr>
<td>Any</td>
<td>26</td>
<td>41</td>
<td>0.63 (0.55–0.70)</td>
</tr>
<tr>
<td>$L_{AGN} &lt; 12.1$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>O VI</td>
<td>9</td>
<td>15</td>
<td>0.60 (0.47–0.71)</td>
</tr>
<tr>
<td>N V</td>
<td>15</td>
<td>27</td>
<td>0.56 (0.46–0.64)</td>
</tr>
<tr>
<td>Both</td>
<td>6</td>
<td>10</td>
<td>0.60 (0.44–0.73)</td>
</tr>
<tr>
<td>Any</td>
<td>13</td>
<td>21</td>
<td>0.62 (0.51–0.71)</td>
</tr>
<tr>
<td>$L_{AGN} ≥ 12.1$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>O VI</td>
<td>7</td>
<td>9</td>
<td>0.78 (0.59–0.86)</td>
</tr>
<tr>
<td>N V</td>
<td>1</td>
<td>5</td>
<td>0.20 (0.12–0.45)</td>
</tr>
<tr>
<td>Both</td>
<td>2</td>
<td>8</td>
<td>0.25 (0.16–0.44)</td>
</tr>
<tr>
<td>Any</td>
<td>12</td>
<td>19</td>
<td>0.63 (0.51–0.72)</td>
</tr>
<tr>
<td>$N_{H}(\text{X-ray}) &lt; 10^{22}$ cm$^{-2}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>O VI</td>
<td>6</td>
<td>14</td>
<td>0.43 (0.31–0.56)</td>
</tr>
<tr>
<td>N V</td>
<td>5</td>
<td>16</td>
<td>0.31 (0.22–0.44)</td>
</tr>
<tr>
<td>Both</td>
<td>1</td>
<td>8</td>
<td>0.12 (0.08–0.32)</td>
</tr>
<tr>
<td>Any</td>
<td>3</td>
<td>12</td>
<td>0.25 (0.17–0.41)</td>
</tr>
<tr>
<td>$N_{H}(\text{X-ray}) ≥ 10^{22}$ cm$^{-2}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>O VI</td>
<td>9</td>
<td>9</td>
<td>1.00 (0.83–0.98)</td>
</tr>
<tr>
<td>N V</td>
<td>10</td>
<td>15</td>
<td>0.67 (0.53–0.76)</td>
</tr>
<tr>
<td>Both</td>
<td>4</td>
<td>6</td>
<td>0.67 (0.45–0.79)</td>
</tr>
<tr>
<td>Any</td>
<td>16</td>
<td>21</td>
<td>0.76 (0.65–0.83)</td>
</tr>
</tbody>
</table>

$X$-ray to FUV Spectral Index $\alpha_{UV,X} < -1.3$
Table 2.8 (cont’d)

<table>
<thead>
<tr>
<th>Line Detection Total Fraction (1-σ range)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)</td>
</tr>
<tr>
<td>O VI</td>
</tr>
<tr>
<td>N V</td>
</tr>
<tr>
<td>Both</td>
</tr>
<tr>
<td>Any</td>
</tr>
</tbody>
</table>

X-ray to FUV Spectral Index α_{UV,X} ≥ -1.3

<table>
<thead>
<tr>
<th>Line Detection Total Fraction (1-σ range)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)</td>
</tr>
<tr>
<td>O VI</td>
</tr>
<tr>
<td>N V</td>
</tr>
<tr>
<td>Both</td>
</tr>
<tr>
<td>Any</td>
</tr>
</tbody>
</table>

Note. — Column (1): Feature(s) used in the statistical analysis. “Both” means both O VI and N V doublets and “Any” means either O VI or N V doublet or both; Column (2): Number of objects with detected absorption features; Column (3): Total number of objects with enough continuum S/N ratios to allow for detections of corresponding absorption features; Column (4): Fraction of objects with detected absorption features. The two numbers in parentheses indicate the 1-σ range (68% probability) of the fraction of objects with detected absorption features, computed from the β distribution [Cameron, 2011].

2.6.2 Dependence on the X-ray Properties

The dependence of the incidence rates on several primary AGN/host galaxy properties are listed in Table 2.8. The regression results between the AGN/host galaxy properties and the properties of the absorption features (\(W_{eq}, \nu_{\text{wavg}}, \text{and } \sigma_{\text{rms}}\)) are listed in Table 2.9. In brief, we find that the incidence rates of the absorption features do not depend on the AGN/host galaxy properties, such as the bolometric luminosities, AGN luminosities, AGN fractions, IR luminosities, FIR luminosities, FIR-to-bolometric luminosity ratios, and FUV luminosities (note that only a few key quantities are listed in Table 2.8). Similarly, no statistically significant (\(P(r) < 0.05, |r| >> 0\)) trends are seen between these AGN/galaxy properties and the properties of the absorption features. These negative results are largely consistent with those in Paper I based on the quasar-only sample.
Nevertheless, as discussed in Paper I, the incidence rate and properties of the absorption features do correlate with several X-ray properties of the sources. We examine these trends with the ULIRG + quasar sample below. In general, we find that the incidence rate of the absorption features is higher in the X-ray weak (relative to their UV luminosities, as quantified by $\alpha_{UV,X}$ described in Sec. 2.2.3.2) or absorbed sources (Table 2.8). We also find that the $W_{eq}$, $v_{wtavg}$ and $\sigma_{rms}$ of the absorption features correlate with $\alpha_{UV,X}$ (see Table 2.9).

The incidence rates of the absorption features (either O VI or N V or both) are 88% (1-$\sigma$ range: 76%–92%) for the objects with $\alpha_{UV,X} < -1.3$ and 45% (1-$\sigma$ range: 35%–56%) for those with $\alpha_{UV,X} \geq -1.3$. Such difference is statistically significant with a $p$-value of $\sim 0.014$, adopting the scipy.stats implementation of the Fisher exact test with a null hypothesis that galaxies with $\alpha_{UV,X} < -1.3$ and $\alpha_{UV,X} \geq -1.3$ are equally likely to show O VI or N V absorption features. Additionally, as shown in Fig. 2.15, the objects with lower $\alpha_{UV,X}$ tend to have larger $W_{eq}$, smaller $v_{wtavg}$, and larger $\sigma_{rms}$, where the regressions give correlation coefficients $r$ of $-0.59^{+0.15}_{-0.11}$, $0.48^{+0.15}_{-0.19}$, and $-0.50^{+0.18}_{-0.16}$, respectively. These results in general confirm or strengthen those from Paper I based on the quasar-only sample and $\alpha_{OX}$: the incidence rates in Paper I were found to be 75% (1-$\sigma$ range: 59%–83%) versus 55% (1-$\sigma$ range: 44%–65%) for sources with $\alpha_{OX} < -1.6$ and $\alpha_{OX} \geq -1.6$ (This difference was not considered significant since the $p$-value was $\sim 0.45$, adopting the same Fisher test on the difference between the incidence rates), and the correlation coefficients $r$ for the trends between the $\alpha_{OX}$ and the $W_{eq}$, $v_{wtavg}$, and $\sigma_{rms}$, were $-0.62^{+0.17}_{-0.13}$, $0.31^{+0.21}_{-0.24}$, and $-0.55^{+0.20}_{-0.16}$, respectively.

Similarly, the incidence rate of absorption features for sources with $N_{HI}(X\text{-ray}) > 10^{22}$...
cm$^{-2}$ is 76% (1-$\sigma$ range: 65%–83%), whereas the rate for those with lower $N_H$(X-ray) is 25% (1-$\sigma$ range: 17%–41%). This result is almost identical to that obtained in Paper I. Moreover, as shown in Fig. 2.16, the $W_{eq}$ of the absorption features may be higher in objects with higher $N_H$(X-ray), which is consistent with the result from Paper I: The correlation coefficients $r$ are $0.24^{+0.03}_{-0.03}$ for the ULIRG + quasar sample and $0.19^{+0.03}_{-0.03}$ for the quasar-only sample, respectively. As for the $v_{wtavg}$ and $\sigma_{rms}$ of the absorption features, their lack of dependence on the $N_H$(X-ray) found in Paper I remains.

Furthermore, other trends seen among the quasars in Paper I that involve the X-ray luminosities are not statistically significantly anymore when the ULIRGs are included. These include the trend between $W_{eq}$ of the absorption features and the hard X-ray (2–10 keV) luminosities ($r$ changes from $-0.51^{+0.20}_{-0.15}$ to $-0.09^{+0.24}_{-0.23}$), those between $v_{wtavg}$ and $\sigma_{rms}$ of the absorption features and the soft X-ray (0.5–2 keV) to “total” X-ray (0.5–10 keV) luminosity ratios ($r$ change from $-0.69^{+0.13}_{-0.20}$ and $-0.54^{+0.24}_{-0.18}$ to $-0.18^{+0.26}_{-0.24}$ and $-0.06^{+0.27}_{-0.27}$, respectively), and those between $v_{wtavg}$ and $\sigma_{rms}$ and the X-ray to bolometric luminosity ratios ($r$ change from $0.64^{+0.14}_{-0.20}$ and $-0.61^{+0.21}_{-0.15}$ to $-0.26^{+0.23}_{-0.21}$ and $0.32^{+0.20}_{-0.23}$, respectively).
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Table 2.9. Regression Analysis on the O VI and N V Absorbers in the Combined ULIRG+Quasar Sample

<table>
<thead>
<tr>
<th>$y$</th>
<th>$x$</th>
<th>$N$</th>
<th>$\Pr$</th>
<th>$r$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$W_{eq}$ log($L_{bol}$/$L_{\odot}$)</td>
<td>39</td>
<td>0.157</td>
<td>$-0.18^{+0.18}_{-0.17}$</td>
<td></td>
</tr>
<tr>
<td>$W_{eq}$ log($\lambda L_{1215}$/erg s$^{-1}$)</td>
<td>36</td>
<td>0.210</td>
<td>$-0.16^{+0.20}_{-0.18}$</td>
<td></td>
</tr>
<tr>
<td>$W_{eq}$ AGN fraction</td>
<td>38</td>
<td>0.126</td>
<td>$-0.40^{+0.35}_{-0.33}$</td>
<td></td>
</tr>
<tr>
<td>$W_{eq}$ log($L_{AGN}$/$L_{\odot}$)</td>
<td>38</td>
<td>0.088</td>
<td>$-0.25^{+0.18}_{-0.17}$</td>
<td></td>
</tr>
<tr>
<td>$W_{eq}$ $\alpha_{UV-X}$</td>
<td>35</td>
<td>&lt;0.001</td>
<td>$-0.59^{+0.15}_{-0.11}$</td>
<td></td>
</tr>
<tr>
<td>$W_{eq}$ log($L_{IR}$/$L_{bol}$)</td>
<td>39</td>
<td>0.058</td>
<td>0.33$^{+0.18}_{-0.12}$</td>
<td></td>
</tr>
<tr>
<td>$W_{eq}$ log($L_{FIR}$/$L_{bol}$)</td>
<td>38</td>
<td>0.225</td>
<td>$-0.13^{+0.18}_{-0.19}$</td>
<td></td>
</tr>
<tr>
<td>$W_{eq}$ log($N$(H)/cm$^{-2}$)</td>
<td>32</td>
<td>&lt;0.001</td>
<td>0.24$^{+0.20}_{-0.03}$</td>
<td></td>
</tr>
<tr>
<td>$W_{eq}$ $\Gamma$</td>
<td>34</td>
<td>0.202</td>
<td>$0.17^{+0.03}_{-0.20}$</td>
<td></td>
</tr>
<tr>
<td>$W_{eq}$ log($L$(0.5–2 keV)/erg s$^{-1}$)</td>
<td>30</td>
<td>0.256</td>
<td>$-1.14^{+0.21}_{-0.20}$</td>
<td></td>
</tr>
<tr>
<td>$W_{eq}$ log($L$(2–10 keV)/erg s$^{-1}$)</td>
<td>34</td>
<td>0.327</td>
<td>$-0.09^{+0.19}_{-0.19}$</td>
<td></td>
</tr>
<tr>
<td>$W_{eq}$ log($L$(0.5–10 keV)/erg s$^{-1}$)</td>
<td>30</td>
<td>0.220</td>
<td>$-0.15^{+0.20}_{-0.19}$</td>
<td></td>
</tr>
<tr>
<td>$W_{eq}$ log($L$(0.5–2 keV)/$L$(0.5–10 keV))</td>
<td>30</td>
<td>0.357</td>
<td>$-0.09^{+0.24}_{-0.23}$</td>
<td></td>
</tr>
<tr>
<td>$W_{eq}$ log($L$(0.5–10 keV)/$L_{bol}$)</td>
<td>30</td>
<td>0.243</td>
<td>$-0.15^{+0.21}_{-0.20}$</td>
<td></td>
</tr>
<tr>
<td>$v_{uvavg}$ log($L_{bol}$/$L_{\odot}$)</td>
<td>26</td>
<td>0.168</td>
<td>$-0.21^{+0.22}_{-0.21}$</td>
<td></td>
</tr>
<tr>
<td>$v_{uvavg}$ log($\lambda L_{1215}$/erg s$^{-1}$)</td>
<td>24</td>
<td>0.225</td>
<td>$-0.17^{+0.22}_{-0.20}$</td>
<td></td>
</tr>
<tr>
<td>$v_{uvavg}$ AGN fraction</td>
<td>25</td>
<td>0.186</td>
<td>$0.34^{+0.37}_{-0.49}$</td>
<td></td>
</tr>
<tr>
<td>$v_{uvavg}$ log($L_{AGN}$/$L_{\odot}$)</td>
<td>25</td>
<td>0.142</td>
<td>$-0.25^{+0.23}_{-0.20}$</td>
<td></td>
</tr>
<tr>
<td>$v_{uvavg}$ $\alpha_{UV-X}$</td>
<td>24</td>
<td>0.011</td>
<td>$0.48^{+0.15}_{-0.19}$</td>
<td></td>
</tr>
<tr>
<td>$v_{uvavg}$ log($L_{IR}$/$L_{bol}$)</td>
<td>26</td>
<td>0.407</td>
<td>$0.07^{+0.29}_{-0.28}$</td>
<td></td>
</tr>
<tr>
<td>$v_{uvavg}$ log($L_{FIR}$/$L_{bol}$)</td>
<td>26</td>
<td>0.280</td>
<td>$-0.13^{+0.21}_{-0.21}$</td>
<td></td>
</tr>
<tr>
<td>$v_{uvavg}$ log($N$(H)/cm$^{-2}$)</td>
<td>19</td>
<td>0.012</td>
<td>$-0.19^{+0.08}_{-0.07}$</td>
<td></td>
</tr>
<tr>
<td>$v_{uvavg}$ $\Gamma$</td>
<td>22</td>
<td>0.402</td>
<td>$-0.06^{+0.24}_{-0.24}$</td>
<td></td>
</tr>
<tr>
<td>$v_{uvavg}$ log($L$(0.5–2 keV)/erg s$^{-1}$)</td>
<td>21</td>
<td>0.126</td>
<td>$-0.27^{+0.23}_{-0.20}$</td>
<td></td>
</tr>
<tr>
<td>$v_{uvavg}$ log($L$(2–10 keV)/erg s$^{-1}$)</td>
<td>22</td>
<td>0.127</td>
<td>$-0.26^{+0.23}_{-0.20}$</td>
<td></td>
</tr>
<tr>
<td>$v_{uvavg}$ log($L$(0.5–10 keV)/erg s$^{-1}$)</td>
<td>21</td>
<td>0.119</td>
<td>$-0.27^{+0.23}_{-0.21}$</td>
<td></td>
</tr>
</tbody>
</table>
Figure 2.15: The velocity-integrated EWs, $W_{eq}$ (left), depth-weighted velocities, $v_{wtavg}$ (middle) and depth-weighted velocity dispersions, $\sigma_{rms}$ (right) for the O VI (blue circle) or N V (red square) absorption features in ULIRGs (filled symbols) and quasars (hollow symbols) as function of $\alpha_{UV,X}$. The actual data points used in the regressions, in which O VI and N V quantities and/or X-ray measurements are averaged for a given source, are shown in each inset panel. The solid symbols are detections, while the open symbols are censored values in one or both quantities plotted. The regression results (correlation coefficients $r$ with 1-$\sigma$ errors, and number of data points in the inset panel, N; see the 3rd paragraph in Sec. 2.6.1 for more information) are shown above each panel.

Figure 2.16: Same as Fig. 2.15 but as function of the logarithm of the X-ray absorbing column densities $N_H$ (X-ray).
Table 2.9 (cont’d)

<table>
<thead>
<tr>
<th>y</th>
<th>x</th>
<th>N</th>
<th>P(r)</th>
<th>r</th>
</tr>
</thead>
<tbody>
<tr>
<td>$v_{w,avg}$</td>
<td>log[$L(0.5 - 2 \text{ keV})/L(0.5 - 10 \text{ keV})]$</td>
<td>21</td>
<td>0.244</td>
<td>-0.18 ± 0.26</td>
</tr>
<tr>
<td>$v_{w,avg}$</td>
<td>log[$L(0.5 - 10 \text{ keV})/L_{\text{BOL}}$]</td>
<td>21</td>
<td>0.139</td>
<td>-0.26 ± 0.21</td>
</tr>
<tr>
<td>$\sigma_{\text{rms}}$</td>
<td>log[$L_{\text{BOL}}/L_{\odot}$]</td>
<td>26</td>
<td>0.162</td>
<td>0.21 ± 0.21</td>
</tr>
<tr>
<td>$\sigma_{\text{rms}}$</td>
<td>log[$L_{\text{L}_{11255}}/\text{erg s}^{-1}$]</td>
<td>24</td>
<td>0.449</td>
<td>-0.03 ± 0.24</td>
</tr>
<tr>
<td>$\sigma_{\text{rms}}$</td>
<td>AGN fraction</td>
<td>25</td>
<td>0.208</td>
<td>-0.33 ± 0.34</td>
</tr>
<tr>
<td>$\sigma_{\text{rms}}$</td>
<td>log[$L_{\text{AGN}}/L_{\odot}$]</td>
<td>25</td>
<td>0.134</td>
<td>0.25 ± 0.22</td>
</tr>
<tr>
<td>$\sigma_{\text{rms}}$</td>
<td>$\alpha_{\text{UV,X}}$</td>
<td>24</td>
<td>0.005</td>
<td>-0.50 ± 0.18</td>
</tr>
<tr>
<td>$\sigma_{\text{rms}}$</td>
<td>log[$L_{\text{IR}}/L_{\text{BOL}}$]</td>
<td>26</td>
<td>0.449</td>
<td>0.04 ± 0.28</td>
</tr>
<tr>
<td>$\sigma_{\text{rms}}$</td>
<td>log[$L_{\text{FIR}}/L_{\text{BOL}}$]</td>
<td>26</td>
<td>0.241</td>
<td>0.14 ± 0.20</td>
</tr>
<tr>
<td>$\sigma_{\text{rms}}$</td>
<td>log[$N(\text{H})/\text{cm}^{-2}$]</td>
<td>19</td>
<td>&lt;0.001</td>
<td>0.17 ± 0.08</td>
</tr>
<tr>
<td>$\sigma_{\text{rms}}$</td>
<td>$\Gamma$</td>
<td>22</td>
<td>0.437</td>
<td>0.04 ± 0.22</td>
</tr>
<tr>
<td>$\sigma_{\text{rms}}$</td>
<td>log[$L(0.5 - 2 \text{ keV})/\text{erg s}^{-1}$]</td>
<td>21</td>
<td>0.082</td>
<td>0.32 ± 0.20</td>
</tr>
<tr>
<td>$\sigma_{\text{rms}}$</td>
<td>log[$L(2 - 10 \text{ keV})/\text{erg s}^{-1}$]</td>
<td>22</td>
<td>0.082</td>
<td>0.33 ± 0.23</td>
</tr>
<tr>
<td>$\sigma_{\text{rms}}$</td>
<td>log[$L(0.5 - 10 \text{ keV})/\text{erg s}^{-1}$]</td>
<td>21</td>
<td>0.097</td>
<td>0.32 ± 0.20</td>
</tr>
<tr>
<td>$\sigma_{\text{rms}}$</td>
<td>log[$L(0.5 - 2 \text{ keV})/(L(0.5 - 10 \text{ keV}))$]</td>
<td>21</td>
<td>0.426</td>
<td>0.06 ± 0.27</td>
</tr>
<tr>
<td>$\sigma_{\text{rms}}$</td>
<td>log[$L(0.5 - 10 \text{ keV})/L_{\text{BOL}}$]</td>
<td>21</td>
<td>0.085</td>
<td>0.32 ± 0.20</td>
</tr>
</tbody>
</table>

Note. — Column (1): Dependent variable (O VI/N V absorption line property). Column (2): Independent variable (quasar/host property). Underlined entries under col. (2) indicate relatively strong correlations with $P(r) < 0.05$ and $|r| \sim 0.5$. Column (3): Number of data points. Column (4): Probabilities for the correlation coefficients $r$ to be $\leq 0$ (for positive correlation) and $\geq 0$ (for negative correlation), as defined in the 3rd paragraph in Sec. 2.6.1. Column (5): Correlation coefficients $r$ and their 1-$\sigma$ errors.

2.6.3 Radiation Pressure as the Most Plausible Wind-Driving Mechanism

Overall, the results from the analyses of the combined ULIRG + quasar sample reinforce the main conclusions of Paper I: (i) The incidence rate and properties of the O VI and N V absorption features (i.e., EWs, outflow velocities and outflow velocity dispersions) are positively correlated with the X-ray weakness of the sources. (ii) The incidence rate of these absorption features is higher in sources with larger X-ray absorbing column densities. The EWs of absorption features may also be higher in such sources.

This dependence of the incidence rate, EWs and kinematic properties of these outflows on the X-ray weakness and/or absorbing columns of the sources can best be explained if these outflows are radiatively driven. As discussed in detail in Section 7.3 of Paper I, the combined...
radiative force [“force multiplier”; Arav and Li, 1994] is greatly suppressed when the gas is over-ionized by the extreme-ultraviolet (EUV)/X-ray photons, becoming too transparent to be radiatively accelerated effectively. The successful launching of a radiatively-driven wind thus depends on whether this ionizing EUV/X-ray radiation is shielded and/or intrinsically weak.

In the first case, the over-ionized material may serve as a radiative shield to soften the ionizing spectrum enough so that the outflow material downstream can be effectively accelerated [Murray et al., 1995, Proga and Kallman, 2004, Proga, 2007, Sim et al., 2010]. However, as mentioned in Paper I, the predicted strong near-UV absorption features near systemic velocity produced by the shielding material [e.g., Hamann et al., 2013] are in general not observed in our sample. In the second case, it is proposed that the X-ray emission in weak-lined “wind-dominated” quasars are intrinsically faint and unabsorbed [Richards et al., 2011, Wu et al., 2011, Luo et al., 2015, Veilleux et al., 2016]. In our sample, several sources with fast O VI/N V outflows show evidence of intrinsically weak X-ray emission, including F07599, PG1001 and PG1004 [Luo et al., 2013, 2014]. More sensitive hard X-ray (>10 keV) observations of our sample would shed light on the exact origin of this X-ray weakness.

Apart from the aforementioned trends with X-ray weakness, the new data on the ULIRGs do not add significantly more support to the radiatively driven wind scenario. The lack of positive trends between the maximum velocities of the outflows and the optical, UV, bolometric luminosities or the Eddington ratios is likely due to the limited dynamic range of properties of the combined ULIRG+quasar sample, and noise in the predicted correlations associated with projection effects and variance in the launching radius and efficiency of the radiative acceleration associated with the complex microphysics of the photon interaction with the clouds (Paper I). Furthermore, we find no other case of line-locking among the outflows of ULIRGs (line-locking
was observed in the outflows of two quasars in Paper I). Lastly, as in Paper I, no evidence is present that radiation pressure on dust grains is an important contributor to the radiative acceleration in our sample (the outflow properties do not correlate with the mid-, far-, and total (1 – 1000 \( \mu m \)) infrared excesses). While the alternative thermal wind and “blast wave” models cannot be formally ruled out by our data, these models cannot readily explain the observed connection between the outflow properties and X-ray weakness and absorbing column densities (interested readers are referred to Section 7.3 of Paper I for a more detailed discussion of these models).

2.6.4 The Effects of Stochasticity of AGN-Outflow Activity

Intuitively, the lack of correlations between the properties of the O VI and/or N V outflows and those of the AGN is unexpected given that these winds are driven by the AGN. Together with the result that the outflow incidence rate in the ULIRG sample is virtually identical to that in the quasar sample, it may imply that the launching of these quasar-driven outflows is a stochastic phenomenon throughout the late merger stages. This is consistent with the picture that the triggering of AGN activity has a significant chaotic/random component in local gas-rich mergers and AGN [e.g., Davies et al., 2007, Veilleux et al., 2009b]. Given this stochasticity of AGN activity, Veilleux et al. [2009b] warns that a sample size of \( \gtrsim 50-100 \) may be needed to detect any trends with merger phase. Time delays between bursts in AGN activity, the ejection of the material driven this AGN activity, and the detection of the ejected material on pc and kpc scales also likely complicate this picture [Veilleux et al., 2017].
2.7 Summary

As part II of an HST/COS FUV spectroscopic study of the QUEST (Quasar/ULIRG Evolutionary Study) sample of local quasars and ULIRGs, we have systematically analyzed a sample of 21 low-redshift ($z < 0.3$) ULIRGs, examining both the Ly$\alpha$ emission line and O $\text{VI} \, \lambda\lambda 1032, 1038$ and N $\text{V} \, \lambda\lambda 1238, 1243$ absorption features. For the Ly$\alpha$ analysis, the results of the starburst-dominated ULIRGs from Martin et al. [2015] (M15) are combined with ours, when possible. For the analysis of the O VI and N V absorption features, the results of the quasar sample from Veilleux et al. [2022] (Paper I) are also combined with ours, when appropriate. The main conclusions of our analyses can be summarized as follows:

- Ly$\alpha$ line emission is detected in 15 out of the 19 objects where Ly$\alpha$ lies within the wavelength range of the observations. Blueshifted line centroids and/or wings of Ly$\alpha$ emission are often seen in our sample, where 12 out of the 14 objects with robustly measured Ly$\alpha$ profiles show 80-percentile velocities $v_{80} \lesssim 0$. See Fig. 2.2, Table 2.3, and Section 2.3.1.

- The equivalent widths of Ly$\alpha$ increase with increasing AGN fractions and AGN luminosities. The strength of the Ly$\alpha$ emission is therefore correlated with that of the AGN. See Fig. 2.7, Fig. 2.9, and Section 2.4.1.

- The blueshifted line centroids and/or wings of the Ly$\alpha$ emission correlate with those of the non-resonant optical emission lines. The 80-percentile velocities $v_{80}$ of Ly$\alpha$ are positively correlated with those of [O III] $\lambda 5007$ (or H$\alpha$), with the highest statistical significance among all kinematic properties measured from the data. This suggests that the blueshifted wings of Ly$\alpha$ emission are physically linked to the ionized outflowing gas. There is also a
possible connection between the blueshifted Ly$\alpha$ emission lines and the blueshifted Na I D $\lambda\lambda$5890, 5896 absorption lines tracing the cool neutral-atomic gas outflows, although the sample size (3) in this case is very limited. See Fig. 2.10, Fig. 2.12, and Section 2.4.2.

- For 6 of the 14 objects with clear Ly$\alpha$ detections, the Ly$\alpha$ escape fractions, calculated as the observed Ly$\alpha$ flux divided by the intrinsic Ly$\alpha$ flux expected from the extinction-corrected H$\alpha$ flux, are higher than the values expected under Case B recombination adopting Cardelli et al. [1989a] reddening law. Weak, positive correlations exist between the Ly$\alpha$ escape fractions and the AGN strength (e.g. $L_{AGN}$, $f_{AGN}$) or outflow velocities (e.g. $-v_{80,[O\,III]}$). See Fig. 2.9, Fig. 2.11, Section 2.4.1, and Section 2.4.2.

- Among the 12 objects with good continuum S/N, at least 6 objects show clear O VI and/or N V absorbers. The velocity centroids of these absorbers are all blueshifted and show large ranges of depth-weighted velocities (from $\sim -12690$ to $-170$ km s$^{-1}$) and depth-weighted velocity dispersions (from $\sim 100$ to 4600 km s$^{-1}$). They are likely tracing quasar-driven outflows based on their broad and smooth profiles, as well as the evidence for partial covering in several objects. The implied incidence rate of highly ionized gas outflows in our ULIRG sample ($\sim 50\%$) is similar to that of the QUEST quasars in Paper I ($\sim 60\%$). See Table 2.5, Table 2.8, Section 2.3.3, and Section 2.5.1.

- The locations of these O VI and N V outflows are not well constrained, although they are probably located outside of the broad emission line regions since the absorption features are deeper than the underlying continuum level in at least two (and perhaps all six) ULIRGs. The lower limits on the power and momenta of these outflows, based on conservative values of the metal abundances, ionization corrections, and radial distances of the outflowing
material, are generally modest compared with the radiative luminosities and momenta of the central energy source (AGN+starburst). See Table 4.4 and Section 2.5.2.

- When combining the results on the ULIRGs presented in this paper with those on the QUEST quasar sample from Paper I, we find that the incidence rates of O VI and/or N V absorption features are higher in the X-ray weak sources with smaller X-ray-to-UV indices, $\alpha_{UV,X}$. Specifically, the incidence rate of either O VI or N V or both absorption features is 88% (1-$\sigma$ range: 76%–92%) in objects with $\alpha_{UV,X} < -1.3$, and 45% (1-$\sigma$ range: 35%–56%) in objects with $\alpha_{UV,X} \geq -1.3$. Similarly, the equivalent widths, weighted outflow velocities, and weighted velocity dispersions of these features are higher in the X-ray weak sources. These results reinforce the main conclusions of Paper I and favor radiative acceleration as the dominant driving mechanism. See Fig. 2.15, Table 2.8, Table 2.9, and Section 2.6.2.

- As found in Paper I, the incidence rate of O VI or N V or both absorption features for sources with X-ray absorbing column densities $N_H(X\text{-ray}) > 10^{22}$ cm$^{-2}$ is larger (76%; 1-$\sigma$ range: 65%–83%) than the rate among those with lower $N_H(X\text{-ray})$ (25%; 1-$\sigma$ range: 17%–41%). The equivalent widths of the O VI and N V absorption features may also be higher in sources with larger X-ray absorbing column densities. See Fig. 2.16, Table 2.8, Table 2.9, and Section 2.6.2.

- Apart from the aforementioned correlations with the X-ray properties of the sources, the properties of the outflows do not correlate with those of the AGN/host galaxies along the late-stage merger sequence (i.e. from AGN-dominated ULIRGs to quasars). Since the incidence rate of outflows found in our AGN-dominated ULIRGs is also virtually the same
as that in the quasars, these results suggest that the launching of these quasar-driven outflows is stochastic throughout the late merger stages. A rigorous exploration of the outflow properties along the merger sequence would require a larger ($\gtrsim 50$-100) sample that covers equally well the pre-merger and late-merger stages of ULIRGs. See Section 2.6.4.
Chapter 3: Elliptical Galaxy in the Making: The Dual Active Galactic Nuclei and Metal-enriched Halo of Mrk 273

3.1 Introduction

Major mergers of gas-rich galaxies may lead to the formation of elliptical galaxies and the growth of supermassive black holes. (Ultra)luminous infrared galaxies [(U)LIRGs, log(L_{IR}) ≥ (12)11 L⊙, e.g. Sanders and Mirabel, 1996] are generally considered good examples of such merging process [e.g. Sanders et al., 1988, Veilleux et al., 2002, Hopkins et al., 2009]. Powerful outflows, driven by the central quasar and/or cicumnuclear starburst, have been invoked to quench or regulate star formation in the merger remnants, creating a population of “red and dead” ellipticals and setting up the observed tight black hole - galaxy relations [e.g. Veilleux et al., 2005b, Fabian, 2012, Kormendy and Ho, 2013a]. There is growing observational support for these influential outflows, at both local and high-redshift universe [e.g. Cicone et al., 2015, Zakamska et al., 2016a, Harrison, 2017, Rupke et al., 2017, Veilleux et al., 2017, and references therein].

Recent deep Chandra observations have revealed giant (∼ 50 kpc), X-ray-emitting gaseous halos in two of the nearest (U)LIRGs: NGC 6240 [113 Mpc; 150 ksec; Nardini et al., 2013] and Mrk 231 [200 Mpc; 500 ksec; Veilleux et al., 2014]. In both sources, super-solar α/Fe abundance ratios are measured throughout the halo. In order to produce the amount of α elements detected
in these halos, star formation activity over an extended period of time ($\lesssim 0.1$ Gyr) is required if a star formation rate (SFR) at the current level is assumed. Repeated outflow events, like the ones currently seen in both objects, have been suggested as one plausible mechanism to help carry the $\alpha$ elements produced in the circumnuclear region all the way to the halo, on scales of several tens of kpc [e.g. Nardini et al., 2013, Veilleux et al., 2014]. Such outflow-driven metal transport is directly seen in the nearby starburst M82, though on a significantly smaller spatial scale [on the order of $\sim 10$ kpc, e.g. Konami et al., 2011].

Another contentious issue in these galaxy mergers is the duty cycle of black-hole accretion activity. The inward-flowing gas induced by the merging activity has long be thought as one important fueling mechanism for Active Galactic Nucleus (AGN) [e.g. Di Matteo et al., 2005], although the observational evidence in support of this scenario is still incomplete. Hard X-ray observations can penetrate the high column densities usually found in the central regions of those galaxies, and thus serve as a good probe for the AGN activity that might be otherwise hidden by dense clouds. Over the last decade, dozens of nearby kpc-scale dual AGN have been found serendipitously in interacting galaxies through X-ray observations [e.g. Komossa et al., 2003, Koss et al., 2011, De Rosa et al., 2018]

Being the second nearest ULIRG (176 Mpc$^1$; $\sim 0.74$ kpc arcsec$^{-1}$), Mrk 273 is an excellent laboratory to explore the effect of feedback and dual AGN activity. Mrk 273 is brighter in the X-ray (2-10 keV) than Arp 220, the nearest ULIRG, and is well known to harbor a large X-ray halo, based on an old 44-ksec Chandra exposure analyzed in Xia et al. [2002] and reanalyzed in a series of papers [Ptak et al., 2003, Grimes et al., 2005, Teng and Veilleux, 2010, Iwasawa

---

$^1$Based on a redshift $z = 0.0377$ and a cosmology with $H_0 = 69.6$ km s$^{-1}$ Mpc$^{-1}$, $\Omega_{\text{matter}} = 0.286$, and $\Omega_{\text{vacuum}} = 0.714$. [Bennett et al., 2014]
et al., 2011b,a]. The halo of Mrk 273 appears to be unrelated to the brightest tidal features, as the southern tidal tail casts a shadow on the nebula emission; Super-solar $\alpha$ element abundance has been tentatively reported in this halo, but this is based on a spectrum with only 300 counts [Iwasawa et al., 2011a]. More recently, a remarkable AGN-driven, bipolar ionized outflow has been detected in this object, on a scale of $\sim$ 4 kpc [Rupke and Veilleux, 2013b], accompanied by warm and cold molecular outflows [U et al., 2013, Veilleux et al., 2013b, Cicone et al., 2014]. Outflowing ionized gas has also been detected on a larger scale of $\sim$ 10 kpc [Rodríguez Zaurín et al., 2014].

Mrk 273 is a late merger with dual nuclei in the mid-infrared\(^2\), located 0.75 kpc apart in projection, similar to that of NGC 6240 ($\sim$ 0.74 kpc), but larger than that in Arp 220 (0.33 kpc) and Mrk 231 [coalesced into a single nucleus; Surace et al., 1998, Veilleux et al., 2002]. While the existence of an AGN in the southwest nucleus (hereafter SW nucleus) has been demonstrated at multiple wavelengths [e.g. Sanders et al., 1988, Veilleux et al., 1999, 2009b, Teng et al., 2009, Iwasawa et al., 2011a], the nature of the northeast nucleus (hereafter NE nucleus) is still controversial. The NE nucleus is seen in the near-infrared [Armus et al., 1990, Surace et al., 2000, Scoville et al., 2000]. Downes and Solomon [1998] suggests that the NE nucleus is an extreme compact starburst with a high luminosity density, similar to the western nucleus of Arp 220. High-resolution radio continuum imaging supports this hypothesis [Carilli and Taylor, 2000, Bondi et al., 2005]. Meanwhile, integral field spectroscopy of the nuclear region by Colina et al. [1999] shows characteristic of LINER for the NE nucleus. A point-like hard X-ray source has

\(^2\)High-resolution radio observations have revealed a third component in the southeast of the central region of Mrk 273 [Condon et al., 1991, Smith et al., 1998], which is only weakly detected in the near-infrared [Scoville et al., 2000]. The steep radio spectrum of this component perhaps points to a starburst origin [Bondi et al., 2005]. Also, it is not detected in the X-ray (>2 keV) based on the Chandra data, and is thought to be a candidate star cluster [Iwasawa et al., 2011a].
been identified with the NE nucleus [Xia et al., 2002, González-Martín et al., 2006], suggesting the existence of a heavily absorbed AGN. In Iwasawa et al. [2011a], the tentative detection of Fe Kα line emission associated with the NE nucleus supports this scenario. Nevertheless, the S/N of the data is insufficient to determine whether the Fe Kα emission originates only from the NE nucleus or there is contamination from the SW nucleus. A fast-rotating molecular gas disk and coronal line [Si VI] 1.964 μm emission flowing from the NE nucleus is revealed in U et al. [2013], which also favors the existence of a heavily absorbed AGN, although it is not a unique interpretation. Additionally, Mrk 273 was also detected, though the nuclei were unresolved, above 10 keV in the X-ray by Suzaku [Teng et al., 2009] and NuSTAR [Teng et al., 2015]. Spectral fitting and variability analysis of these data suggest the presence of a single, partially covered, and heavily obscured AGN. A recent re-analysis of the NuSTAR data by Iwasawa et al. [2018] assumed a double nucleus model, suggesting that the spectrum above 10 keV can be modeled by two heavily absorbed AGN. They also discussed the X-ray variability of Mrk 273 over more than a decade. The uncorrelated variability above and below 10 keV may suggest that two distinct sources are present in the respective bands.

In this paper, we analyze newly obtained 200 ksec Chandra data of Mrk 273, in combination with the old 44 ksec data, to explore the dual AGN activity, the outflow, and the extended X-ray halo. The paper is organized as follows. In Section 3.2, the datasets and reduction procedures are described. In Section 3.3, the main results are presented. A discussion of the implications is presented in Section 3.4, and the conclusions are summarized in Section 3.5.
3.2 Observation and Data Reduction

3.2.1 Chandra Observations

Mrk 273 was aimed at the back-illuminated S3 detector of ACIS. The rationale behind the setup used for the new 200-ksec observation (PID 17700440; PI Veilleux) was to match the observational parameters of the $\sim$ 44 ksec exposures obtained in 2000 and analyzed in Xia et al. [2002], and thus to facilitate the task of combining both data sets into a single $\sim$ 244 ks exposure when appropriate.

Due to scheduling constraints, the planned 200-ksec observation was divided into five segments of 61, 32, 35, 34 and 38 ksec, with the first one taken on 2016 Sep. 6, and the other four obtained on 2017 Feb. 14, 16, 18, and 26, respectively. All the observations were performed in 1/2 subarray mode in order to avoid pileup and take advantage of Chandra’s excellent angular resolution ($\sim 0.5''$).

In this paper, effort has been taken to combine both the old $\sim$ 44 ks observation and new 200 ks observations together when appropriate. For convenience, the archival data analyzed by Xia et al. [2002] are denoted as the 2000 data, and all other data observed recently in year 2016-2017 are denoted as the 2016 data.

Data reduction was carried out through standard Chandra data analysis package CIAO 4.8 and CALDB 4.7. All the data were reprocessed using the CIAO script chandra_repro. The deflare routine was used to detect and discard any possible flare in the data, where data with background count rate exceeds 3 standard deviations from the mean of the distribution are removed. No attempt was taken to deconvolve the data using, e.g., Lucy or EMC2 algorithms [Lucy, 1974,
This strategy better preserves diffuse features and possible slight asymmetries in the point-spread function (PSF).

The images were merged for analysis using the CIAO script `merge_obs`. In the hard X-ray band (2-8 keV), the response of ACIS-S has not changed to a noticeable extent, so a direct stack of the hard X-ray images in counts of all data was adopted to generate the images. In the soft X-ray band (0.4-2 keV), however, the response of ACIS-S has dropped significantly (factor of ~2). Therefore, images of both datasets in flux units were produced after accounting for the energy dependence of the exposure maps at different epochs.

All the spectral extractions were done by the CIAO script `specextract`, and the combined spectrum was generated by the script `combine_spectrum`. The spectra were binned to 15 counts \( \text{bin}^{-1} \) when the total number of counts was high enough, while the rest of them were binned mildly to 1 counts \( \text{bin}^{-1} \) in order to conserve a good energy resolution. The spectral fittings were done by XSPEC version 12.9.0 [Arnaud, 1996]. The \( \chi^2 \) statistic was used by default when the spectra were binned to 15 counts \( \text{bin}^{-1} \). The CSTAT statistic [Cash, 1979] was used when the spectra were binned to 1 counts \( \text{bin}^{-1} \), and the default MCMC method in XSPEC was used to calculate the errors of the measurements.\(^3\)

### 3.2.2 Ancillary Datasets

In order to better understand the Chandra observation, multi-wavelength ancillary data were gathered from the literature and archives.

\(^3\)When applying CSTAT statistic, unbinned spectra with bins of zero counts will bias the results of the fit. The spectra are thus mildly binned to 1 counts \( \text{bin}^{-1} \) to avoid this problem. See section `cstat` on “http://cxc.harvard.edu/sherpa4.4/statistics/index.html”, as well as sections Poisson data (cstat) and Poisson data with Poisson background (cstat) in “https://heasarc.gsfc.nasa.gov/xanadu/xsp ec/manual/XSappendixStatistics.html” for more information.
The reduced Hubble Space Telescope (HST) I-band image taken with the F814W filter of ACS [Armus et al., 2009, Kim et al., 2013] and H-band image taken with the NIC2 F160W filter of NICMOS [Scoville et al., 2000, Cresci et al., 2007] were downloaded from the Hubble Legacy Archive. The I-band image was used to trace the stellar component of the galaxy, and the H-band image was used to locate the two nuclei within Mrk 273. The continuum-subtracted, narrow-band [O III] λ5007 image from Rodríguez Zaurín et al. [2014] was used to trace the spatial distribution of the ionization cones and outflowing gas. The continuum-subtracted, narrow-band Hα image from Spence et al. [2016] was used to trace the large-scale Hα emission.

3.3 Results

3.3.1 Overview of the Chandra Data

The stacked images of the 2000+2016 data are shown in Figure 3.1. In general, the hard X-ray emission (2-7 keV) is confined to the nuclear region. Similarities between the soft X-ray emission (0.4-2 keV) and the HST I-band image are present for the brighter regions, but much less so for the fainter X-ray emission.

Firstly, there is significant extended X-ray emission south of the galaxy, tracing the hot halo gas on a scale of ~ 40 kpc × 40 kpc. Apparently the gas is not associated with the tidal tail, since it is much more extended than the tidal tail in the east-west direction. This nebula (hereafter called the Southern Nebula) has been reported in previous studies [e.g. Iwasawa et al., 2011a], but the structure of the nebula in these older data is not as clear due to fewer counts. In addition, northeast of the galaxy main body (i.e. the stellar component as seen in HST I-band, excluding the tidal tail in the south), there is also faint, extended X-ray emission (hereafter called...
Figure 3.1: Merged and smoothed X-ray images from all observations (244 ksec in total) in energy bands 2.0-7.0 keV (Top Left) and 0.4-2.0 keV (Top Right & Bottom). In the bottom left panel, the HST I-band image is over-plotted in magenta contours and the continuum-subtracted [O III] $\lambda$5007 image from Rodríguez Zaurín et al. [2014] is over-plotted in green contours. In the bottom right panel, the continuum-subtracted H$\alpha$ image from Spence et al. [2016] is over-plotted in blue contours. The images are on different logarithmic scales. North is up and East is to the left. The linear spatial scale is 0.74 kpc arcsec$^{-1}$. 
Figure 3.2: Adaptively smoothed images from all combined observations (244 ksec in total), on logarithmic scales. North is up and East is to the left. **Left:** Image in the 0.4-7.0 keV band in counts. The CIAO script *csmooth* was used for the smoothing, in order to emphasize the faint, extended emission in the image. The contours are at 2, 3, 5, 10 and 25σ. **Right:** Image in the 0.4-1.0 keV band, in units of photons cm$^{-2}$ s$^{-1}$. The CIAO script *dmimgadapt* was used for the smoothing. It provided a superior resolution of the bright small-scale structures when compared to the script *csmooth*, while keeping the extended structures. The contours are at 2, 3, 5, 10, 25, 50, 100σ.
Figure 3.3: The different spatial regions used for the analyses presented in Section 3.3. Region 1: Nuclear Region, denoted by the green aperture with 3'' in radius. Region 2: Host Galaxy Region, denoted by the green circular annulus with an inner radius of 3'' and an outer radius of 9''. Region 3: Southern Nebula region, denoted by the green ellipse in the south. Region 4: Extended emission in the northeast (i.e. NE-extended Nebula), denoted by the green box to the northeast. The grayscale image is in the 0.4-2.0 keV band, in units of photons cm$^{-2}$ s$^{-1}$ and on a logarithm scale. The overlaid magenta contours are generated from the HST I-band image.
NE-extended Nebula), which overlaps with the large-scale extended [O III] $\lambda$5007 emission seen in Rodríguez Zaurín et al. [2014].

The narrow-band H$\alpha$ image presented in Spence et al. [2016] shows extended nebulae south and northeast of the galaxy main body, as shown in blue contours in the bottom right panel of Figure 3.1. These H$\alpha$ nebulae resemble the Southern Nebula and the NE-extended Nebula in the X-ray, suggesting a possible connection between these nebulae.

Adaptively smoothed images are presented in Figure 3.2. In the left panel, the stacked 0.4-7 keV image from the combined 2000+2016 data was adaptively smoothed with CIAO script *csmooth*, which emphasized the faint extended structures in the image. In the right panel, the stacked, exposure-corrected 0.4-1.0 keV image from the same data was adaptively smoothed with another CIAO script *dmimgadapt*. It provided a superior resolution of the bright small-scale structures when compared to the script *csmooth*, while preserving the extended structures. The energy band of 0.4-1.0 keV was chosen for a best demonstration of the soft X-ray nebulae.

In order to further examine the X-ray emission in detail, the galaxy is divided into four different spatial regions for analysis, as shown and described in Figure 3.3. The observed counts of those regions are summarized in Table 3.1, respectively. The results of these analyses are discussed next.

### 3.3.2 Nuclear Region (Region 1)

#### 3.3.2.1 Radial Profile of the Hard X-ray Emission

The 4-6 keV image and the corresponding radial profiles in the Nuclear Region are shown in Figure 3.4. The peak of the X-ray image overlaps with the SW nucleus seen in the HST
Figure 3.4: 

**Left:** Image of the Nuclear Region in the 4-6 keV band, with sector annuli used to extract the radial profiles from the image. The spatial scale of the image is larger than the size of the Nuclear Region defined in Figure 3.3 for better visualization. The annuli are centered on the peak of the emission (i.e. the SW nucleus) and are divided into four sectors with same area. The sectors in the northeast and southwest are denoted as NE and SW sectors separately. The image is shown in gray scale and in units of counts. It is scaled in logarithm and adjusted to show the full extent of the faint, hard X-ray emission. The two red circles denote the NE and SW nuclei seen in the HST H-band (F160W) image. The HST H-band (F160W) image and X-ray image are aligned following the same procedure described in Section 3.3.1 in Iwasawa et al. [2011a].

**Right:** radial profiles of different sector annuli shown in the left panel, as well as the one from the PSF. The x-axis is the median radius for each sector annulus. A secondary maximum is obvious in the radial profile of NE sector (Blue). As a comparison, neither the radial profile of the SW sector (green) nor that of the PSF (red-dashed) shows a secondary maximum. The PSF profile is simulated with the ray-tracing code ChaRT and MARX [Davis et al., 2012]. The black dotted line denotes the center of the NE nucleus. The pixel scale is $0.49''$ (0.38 kpc).
Table 3.1. Summary of Counts in the Data Sets

<table>
<thead>
<tr>
<th>Region</th>
<th>Counts(^a)</th>
<th>2000 data</th>
<th>2016 data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nuclear Region (1)</td>
<td></td>
<td>1348</td>
<td>2681</td>
</tr>
<tr>
<td>SW nucleus</td>
<td></td>
<td>449</td>
<td>719</td>
</tr>
<tr>
<td>NE nucleus</td>
<td></td>
<td>204</td>
<td>647</td>
</tr>
<tr>
<td>Host Galaxy Region (2)</td>
<td></td>
<td>553</td>
<td>850</td>
</tr>
<tr>
<td>Southern Nebula (3)</td>
<td></td>
<td>376</td>
<td>680</td>
</tr>
<tr>
<td>NE-extended Nebula (4)</td>
<td></td>
<td>98</td>
<td>202</td>
</tr>
</tbody>
</table>

\(^a\)For the Nuclear Region, SW nucleus and NE nucleus, the counts in 0.4-8 keV are shown; for the others, the counts in 0.4-2 keV are shown.

Figure 3.5: The spectral extraction regions for the SW and NE nuclei. The yellow aperture denotes the extraction region for the SW nucleus, which is 0\'75 in radius. The red aperture denotes the extraction region for the NE nucleus, which is 1\" in radius. The grayscale image is the stacked 4-6 keV image of the 2016 data. The pixel scale is 0\'49 (0.38 kpc).
Figure 3.6: The original spectra of the SW nucleus, extracted from the yellow aperture defined in Figure 3.5. *Black spectrum:* the spectrum from the 2000 data. *Colored spectra:* spectra of individual observations from the 2016 data. All the spectra were binned to a minimum S/N of 3 \( \text{bin}^{-1} \).

NICMOS H-band (F160W) image. A possible secondary peak can also be seen by eye in the X-ray image, which is associated with the NE nucleus seen in the H-band image. In addition, the radial profiles of the surface brightness along the northeast (NE) and southwest (SW) directions are compared. The profiles are centered on the peak of the X-ray image. The radial profile along the northeast direction confirms the secondary peak identified by eye.

### 3.3.2.2 SW Nucleus

Previous studies have revealed AGN activity in the central region of Mrk 273 [e.g. Colina et al., 1999, Scoville et al., 2000, Iwasawa et al., 2011a], and a possible dual AGN was suggested by Iwasawa et al. [2011a], U et al. [2013], and Iwasawa et al. [2018]. The analysis of hard X-ray image in Section 3.3.2.1 also suggests the possibility of dual AGN activity. In order to further explore the nature of the two nuclei, spectra of both SW nucleus and NE nucleus were extracted from apertures defined in Figure 3.5.

For the SW nucleus, the aperture was centered on the peak of the hard X-ray flux. It
Figure 3.7: Top: simultaneous fitting to the spectra of the SW nucleus from the 2000 data (black) and the 2016 data (red). Only data in the energy range of 3-8 keV is considered. The model is made up of one absorbed power-law component and an Fe Kα line. All parameters for the two epochs are tied together except the normalizations for the power-law component and the Fe Kα line. The best-fit parameters are summarized in Table 3.2. The model is shown in solid lines and the components of it are shown in dotted lines. Bottom: residuals (data minus model).

was chosen to include the majority of the emission from the SW nucleus revealed by the NIC-MOS/NIC2 F160W image, and the radius of the aperture was 0′75. The original spectra of the SW nucleus extracted from the 2000 and 2016 data are shown in Figure 3.6. In general, the spectra from each individual observation of the 2016 data remains similar to each other. The spectrum from the 2000 data, however, shows clearly stronger emission in the hard X-ray band.

In order to improve the signal-to-noise ratio, all the spectra from the 2016 data were combined into one, while the spectrum from the 2000 data was left alone. A comparison of the two spectra in the energy range of 3-8 keV is shown in Figure 3.7. Again, it is clear that the hard X-ray emission has decreased significantly from the year 2000 to 2016-2017. By fitting the spectra in the 3-8 keV band from the 2000 and 2016 data separately, we find that both the absorption column density and the intrinsic luminosity of the AGN varies over the years (N_H = 3.62^{+1.83}_{-0.72} \times 10^{23} \, \text{cm}^{-2} and 4-8 \, \text{keV flux} = 9.98^{+2.73}_{-1.36} \times 10^{-13} \, \text{erg s}^{-1} \, \text{cm}^{-2} for the 2000 data, and N_H = 1.22^{+0.43}_{-0.29} \times 10^{23} \, \text{cm}^{-2} and 4-8 \, \text{keV flux} = 1.31^{+0.12}_{-0.10} \times 10^{-13} \, \text{erg s}^{-1} \, \text{cm}^{-2} for the 2016 data,
respectively). In the following, we search for the origin of this drop of flux in the hard X-ray.

We first assume that only the intrinsic luminosity of the AGN has decreased over the years. Following this scenario, both spectra from the 2000 data and the 2016 data were fitted in 3-8 keV energy range simultaneously, with a model made up of one absorbed power-law component and an Fe Kα line. All parameters for the two epochs were tied together except the normalizations for the power-law component and the Fe Kα line. As a first trial, the photon index of the power-law component was set as a free parameter. The fit is acceptable (reduced $\chi^2 = 1.50$), except that it gives a power-law photon index of $\sim 0.6$, which is unreasonably small for an AGN. For example, this value is well below the measured lower limit [$\Gamma = 1.4$, see Figure 8 in Ueda et al., 2014] for the Swift/BAT hard X-ray selected AGN. The photon indices derived in the same paper are $\Gamma = 1.94$ with a standard deviation of 0.09 for Type 1 AGN and $\Gamma = 1.84$ with a standard deviation of 0.15 for Type 2 AGN. Therefore, we fixed the power-law index to the standard value of $\Gamma = 1.9$ [e.g. see Piconcelli et al., 2005, Ishibashi and Courvoisier, 2010, Ueda et al., 2014, and references therein]. The best-fit model gave a reduced $\chi^2$ of 1.51 (i.e. it is virtually the same as when $\Gamma$ was left as a free parameter). The results are shown in Figure 3.7 and the best-fit parameters are summarized in Table 3.2. Although not statistically significant, there are possible residuals corresponding to other iron lines with energy higher than 6.4 keV in the rest frame. From year 2000 to year 2016-2017, the total flux in 3-8 keV without absorption correction has decreased from $3.10 \times 10^{-13}$ erg s$^{-1}$ cm$^{-2}$ to $1.21 \times 10^{-13}$ erg s$^{-1}$ cm$^{-2}$. This is consistent with the variability on a scale of several years seen from observations at different epochs as discussed in Xia et al. [2002], Teng et al. [2009, 2015] and Iwasawa et al. [2018].

---

4In this statement and those below, the errors from the spectral fits correspond to a confidence range of 90%, or $\sim \pm 1.6\sigma$. 
Alternatively, an increase in the column density of the absorbing material in front of the central engine alone can also lead to the observed decrease of the hard X-ray flux. A model with tied power-law photon indices and normalizations but independent absorption column densities was fitted to the data. However, the reduced $\chi^2$ (2.7) from this fit is poor. Therefore, these results seem to favor the first scenario where the decrease of the hard X-ray luminosity is caused by the fading of the central engine. However, we cannot formally rule out the possibility that both scenarios could be at work simultaneously, since we have to fix the photon indices of the power-laws in our fits due to the degeneracies among the parameters, which might bias our results.

The measured hard X-ray (4-8 keV) continuum fluxes from the SW nucleus are $\sim 3.2 \times 10^{-13}$ erg s$^{-1}$ cm$^{-2}$ in the 2013 XMM-Newton data [with the contribution of the NE nucleus subtracted; Iwasawa et al., 2018] and $\sim 7.2 \times 10^{-14}$ erg s$^{-1}$ cm$^{-2}$ measured in the 2016 Chandra data, respectively (here we assumed that the continuum flux of the NE nucleus in the 2013 XMM-Newton data was the same as that measured in the 2016 Chandra data, given that the flux of the NE nucleus remained the same in 2000 and 2016-2017). The corresponding Fe K$\alpha$ line fluxes of the SW nucleus are $\sim 3.6 \times 10^{-6}$ photons cm$^{-2}$ s$^{-1}$ for the 2013 XMM-Newton data [Iwasawa et al., 2018] and $\sim 5.2 \times 10^{-6}$ photons cm$^{-2}$ s$^{-1}$ for the 2016 Chandra data, respectively. Over these $\sim 3$ years, the continuum flux has therefore dropped by a factor of $\sim 4.4$, while the Fe K$\alpha$ line flux has increased by a factor of $\sim 1.4$. Therefore the line emission has not followed the continuum precisely. This sets a lower limit on the physical scale of the inner edge of the torus ($\sim 1$ pc) if the Fe K$\alpha$ line arises from that region. Note that this argument only relies on the fact that the fluxes of the Fe line and the continuum have changed differently over the years; the exact change in flux does not matter here.
Figure 3.8: The original spectra of the NE nucleus, extracted from the red aperture defined in Figure 3.5. Black spectrum: the spectrum from the 2000 data. Colored spectra: spectra of each individual observation from the 2016 data. All the spectra were binned to a minimum S/N of 3 bin$^{-1}$.

Figure 3.9: Top: simultaneous fitting to the spectra of the NE nucleus from the 2000 data (black) and the 2016 data (red) in the 3-8 keV range. The model consists of a thermal gas component (MEKAL) with variable Fe abundance, and a power-law component with absorption. The best-fit parameters are summarized in Table 3.2. The spectra shown in this figure are binned to 5 counts bin$^{-1}$ only for the purpose of better visualization, while the spectra were binned to 1 counts bin$^{-1}$ in the fit. The model is shown in solid lines and the components of it are shown in dotted lines. Bottom: residuals (data minus model).
3.3.2.3 NE Nucleus

For the NE nucleus, the aperture was chosen to include all the hard X-ray emission in the vicinity of the secondary peak seen in the 4-6 keV image. The radius of the aperture was chosen to be 1″, in order to contain as much hard X-ray emission associated with the NE nucleus as possible, but minimize the overlap with the aperture used for the SW nucleus.

As shown in Figure 3.6, the hard X-ray flux of the SW nucleus has dropped by ∼60% from 2000 to 2016, making the hard X-ray emission from the NE nucleus less contaminated by emission from the SW nucleus. As a result, the spectra of the NE nucleus from the 2016 data are less affected by the hard X-ray emission from the SW nucleus. All the spectra of the NE nucleus from the 2016 data were combined for this analysis.

The raw spectra are shown in Figure 3.8, and the combined spectrum from the 2016 data is shown in Figure 3.9. Due to the limited counts obtained, the spectral features critical for the spectral fitting are washed out if the spectra are binned to 15 counts bin$^{-1}$. Unbinned spectra, in this case, have bins with zero counts and will therefore bias the results (see footnote 3 on page 3). Therefore, the spectra were binned mildly to 1 counts bin$^{-1}$, and the CSTAT statistic was used for the fits. The spectra were fitted in the energy range of 3-8 keV, with a model consisting of a thermal gas component with variable Fe abundance [Mewe-Kaastra-Liedahl or MEKAL, see Liedahl et al., 1995, and references therein] and Galactic absorption [with column density of $9 \times 10^{19}$ cm$^{-2}$, see Kalberla et al., 2005], as well as a power-law component with absorption. The photon index of the power-law component was fixed at 1.9, as adopted for the SW nucleus. The best-fit models are shown in Figure 3.9. The best-fit results are listed in Table 3.2.

We have also fitted the spectra of the NE nucleus in the full energy range (0.4-8 keV) with
the same model, and the results of the best fit are consistent with those obtained from the fit in the energy range of 3-8 keV. Specifically, a temperature of $kT=6.24^{+3.86}_{-2.37}$ keV for the thermal component and an absorption column density of $N_H=9.00^{+4.98}_{-3.22}\times10^{23}$ cm$^{-2}$ for the power-law component were obtained. They are omitted in Table 3.2 to avoid redundancy. These results suggest the co-existence of a very hot, Fe XXV-line-emitting gas and a heavily absorbed AGN.

In order to gain a better knowledge of the Fe emission line from the NE nucleus, we also fitted the spectra with a model consisting of an absorbed power-law, a zero-metallicity thermal gas component, and an Fe line with Gaussian profile. The fit failed to converge when the absorption column density for the power-law and the temperature of the thermal gas component were set as free parameters. We have thus fixed those parameters to their best-fit values obtained from the fits with the power-law plus MEKAL model described in the last paragraph. The results of the new fit are summarized in Table 3.2. While the Fe line seen in the SW nucleus is Fe K$\alpha$ with a rest frame energy of 6.4 keV, the dominant Fe line seen in the NE nucleus is instead Fe XXV with a rest-frame energy of $\sim$6.7 keV. The broad width of the Fe XXV line suggests that the line is blended with other highly-ionized Fe lines.

Another evidence of AGN activity in the NE nucleus comes from the shape of the hard X-ray continuum. As shown in Figure 3.10, 8 parallel pseudo slits were used to extract spectra across the Nuclear Region. All the slits are perpendicular to the vector connecting the SW and NE nucleus. The spectra are shown in Figure 3.11.

The flux (in units of counts s$^{-1}$ keV$^{-1}$) in the two energy bins, 4-5 keV and 6.5-8 keV in the observer’s frame, were used to monitor the variation of the continuum across the pseudo slits. The Fe K$\alpha$ 6.4 keV line and highly ionized Fe XXV 6.7 keV line (possibly blended with other highly ionized Fe lines) are located in 6-6.3 keV and 6.3-6.5 keV energy bins in the observer’s
Table 3.2. Results from Fits of the Individual SW and NE Nuclei

<table>
<thead>
<tr>
<th>Model Component&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Parameters</th>
<th>SW nucleus</th>
<th>NE nucleus</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>2000 data&lt;sup&gt;b&lt;/sup&gt;</td>
<td>2016 data&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2000 data&lt;sup&gt;d&lt;/sup&gt;</td>
<td>2016 data&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>PL</td>
<td></td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.9(fixed)</td>
<td>1.9(fixed)</td>
</tr>
<tr>
<td>Fe Line</td>
<td></td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td></td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>MEKAL</td>
<td></td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.9(fixed)</td>
<td>1.9(fixed)</td>
</tr>
</tbody>
</table>

<sup>a</sup> Different model components used in the fitting. They are the absorbed power-law component (PL), the Fe line with Gaussian profile, as well as the thermal, hot diffuse gas component (MEKAL). "N/A" means that the component is not included in the corresponding model. All the errors listed correspond to a confidence range of 90%, or $\pm 1.64\sigma$. For the data fitted with the CSTAT statistic (i.e., the results of the NE nucleus), the errors are derived from the default MCMC method implemented in XSPEC.

<sup>b</sup>The results of the simultaneous fitting to the spectra of the SW nucleus from the 2000 data and 2016 data, assuming that the change of hard X-ray flux is caused by the intrinsic variability of the central engine. Label (t) means the corresponding parameters are tied together in the fitting.

<sup>c</sup>The spectra from the 2000 data and 2016 data are fitted simultaneously.

<sup>d</sup>Absorption column density. In units of $10^{23}$ cm$^{-2}$.

<sup>e</sup>In the rest frame and in units of keV.

<sup>f</sup>In units of $10^{-6}$ photons s$^{-1}$ cm$^{-2}$.

<sup>g</sup>In units of keV.

<sup>h</sup>Abundance of Fe in units of solar abundance. All other elements are fixed at solar abundance.

<sup>i</sup>In units of $10^{-13}$ ergs cm$^{-2}$ s$^{-1}$.

<sup>j</sup>In units of $10^{43}$ ergs s$^{-1}$.

<sup>k</sup>The results of the four fits are combined together for simplicity, where the errors represent the full range of the fluxes and luminosities obtained for the four fits.

<sup>l</sup>The reduced $\chi^2$ ($\chi^2_\nu$) from the fits and the corresponding degrees of freedom (DOF).

<sup>m</sup>The CSTAT statistics from the fits and the corresponding degrees of freedom (DOF).
Figure 3.10: *Left:* 8 pseudo slits used to extract spectra across the Nuclear Region. The grayscale image is at 6.5-8 keV in the observer’s frame. *Right:* the histogram showing the total counts of different slits in 4-8 keV band (top), as well as the relative flux in the 6.5-8 keV band (middle) and 4-5 keV band (bottom) normalized to the flux in the 5-6 keV band. For slit 7, the 5-6 keV flux is formally negative and the corresponding data points are thus not shown in the middle and bottom panels.
Figure 3.11: Spectra extracted from the 8 pseudo slits, which are normalized at the 5-6 keV bin. The only exception is slit 7 where the 5-6 keV data point is formally negative, and the normalization of the spectrum is thus chosen arbitrarily. The slit names are shown in the top left corner of each panel. The 4-5 keV and 6.5-8 keV bins in the observer’s frame were used to monitor the variation of the continuum across the pseudo slits. The Fe Kα 6.4 keV line and highly ionized Fe XXV 6.7 keV line (possibly blended with other highly ionized Fe lines) are located in 6-6.3 keV and 6.3-6.5 keV energy bins in the observer’s frame respectively.

Figure 3.12: Top: the fits of the spectrum of the Nuclear Region from the 2016 data at 2-7 keV. The model is made up of: Left: one absorbed power-law component with photon index fixed at 1.9 and an Fe line. Middle: one absorbed power-law component with photon index fixed at 1.9, an absorbed thermal gas component (MEKAL) and an Fe line. Right: two absorbed power-law components with photon index fixed at 1.9, an absorbed thermal gas component (MEKAL) and an Fe line. It is clear that only one power-law component cannot explain the spectrum (left panel). The models are shown in solid lines and the components of them are shown in dotted lines. Bottom: residuals (data minus model).
frame separately. Therefore, the line emission do not contribute to the 4-5 keV and 6.5-8 keV bins.

At the position of the SW nucleus (slits 4 and 5), the 4-8 keV flux peaks, but the flux in both the 6.5-8 keV and 4-5 keV bins are relatively low. At the position of the NE nucleus (slits 1 and 2), the fluxes in both the 6.5-8 keV and 4-5 keV bins are larger than those in the SW nucleus. Firstly, the higher flux in the 6.5-8 keV bin of the NE nucleus suggests a harder continuum than that of the SW nucleus. This perhaps implies the existence of a more heavily-obscured AGN in the NE nucleus, compared to the one in the SW nucleus. Next, the higher flux in the 4-5 keV bin of the NE nucleus, together with the strong Fe \text{xii} 6.7 keV line seen at the same location, suggests a significant contribution from a hot gas component.

The absorption-corrected flux of the NE nucleus in the 4-8 keV band is $\sim 1.6 \times 10^{-13}$ erg s$^{-1}$ cm$^{-2}$, and it is lower than the $5.6 \times 10^{-13}$ erg s$^{-1}$ cm$^{-2}$ estimated in Iwasawa et al. [2018]. This difference might be due partly by the fact that the former is calculated from an aperture of 1$^\prime$ in radius while the latter is estimated from the decomposition of the \textit{NuSTAR} spectrum (extracted from an aperture with a radius of 0$^\prime$.8). The value estimated from the \textit{NuSTAR} data thus sets an upper limit to the flux of the NE nucleus.

The heavily-absorbed nature of the AGN in the NE nucleus is also consistent with observations at other wavelengths. The high absorption column density is supported by the previous infrared and radio observations. The NE nucleus contains most of the molecular gas in the system within an extremely compact core [radius $\sim 120$ pc, see Downes and Solomon, 1998], and the NE nucleus is the source of most of the mid-infrared luminosity [Soifer et al., 2000]. Near-infrared integral field spectroscopy of the inner kiloparsec of Mrk 273 associates high-ionization coronal line emission ([Si vi] 1.964 \text{$\mu$m}) with the SE radio source (radio component to the south
of the NE nucleus, see footnote 2 on page 2 for more information), which is likely caused by photoionization from the AGN in the NE nucleus [U et al., 2013].

In addition, current radio data suggest that the radio emission of the NE nucleus arises primarily from multiple radio supernovae and/or supernovae remnants, and it is thus dominated by the starburst [e.g., Carilli and Taylor, 2000; Bondi et al., 2005]. The X-ray data agree with these radio observations that the starburst dominates here, as the X-ray emission in the soft band (< 2 keV) is consistent with emission from hot, diffuse gas most likely heated by the starburst activity. However, possible radio emission from an obscured nucleus (if present) cannot be ruled out. Indeed, there is also tentative evidence that one of the compact radio components associated with the NE nucleus may be the radio counterpart of an AGN [Bondi et al., 2005]. This is consistent with our result that a heavily obscured AGN exists in the NE nucleus based on the X-ray data.

Overall, the multi-wavelength data suggest the coexistence of a heavily absorbed AGN and a hot gas component heated primarily by the starburst in the NE nucleus.

3.3.2.4 The Spectra of the Nuclear Region

To get a global view of the Nuclear Region, we extracted spectra from Region 1 in Figure 3.3 for analysis. All the spectra from the 2016 data were combined as a single spectrum for fitting, while the spectrum from the 2000 data was left alone. The AGN emission and thermal emission from the hot gas within the Nuclear Region should be treated separately due to their different physical origin. Therefore, spectra with energy range of 0.4 - 2 keV and those with energy range of 2-7 keV were fitted separately.
There is no sign of contribution from the scattering/reflection emission of the AGN in the 0.4 - 2 keV band. This is supported by the fact that no point-like peak is seen in the image in the soft X-ray band. We therefore conclude that a model with thermal gas component(s) is enough to describe the data. In order to constrain the temperature and metal abundance of the thermal gas component in the Nuclear Region, simultaneous fitting of both the 2000 data and the 2016 data was carried over the 0.4 - 2.0 keV energy range. A single temperature, hot diffuse gas (MEKAL) model could not describe the data ($\chi^2_\nu = 3.1$).

A model made up of two thermal gas components with variable metal abundance for individual elements (hereafter called VMEKAL) was then used in the simultaneous fitting. As stated above, there is intense starburst activity happening in the Nuclear Region. It is therefore natural to expect that the metallicity pattern of the hot, X-ray emitting gas in this region is similar to that of the yield of SNe II (hereafter called SNe II metallicity pattern). On the other hand, a deviation from the SNe II metallicity pattern is also possible if there is significant amount of gas not enriched by the SNe II. Therefore, three metallicity patterns were tested in the fits for completeness. For Pattern A, both gas components had the SNe II metallicity pattern used in Iwasawa et al. [2011b]. For Pattern B, $Z$(Si), $Z$(O), and $Z$(Fe) of both gas components were set as free parameters, and $Z$(Ne)= $Z$(Si)= $Z$(Mg). Besides, all other elements were fixed at solar values. For Pattern C, the SNe II metallicity pattern used in Pattern A was adopted for the hotter gas component, and the metallicity pattern used in Pattern B was adopted for the cooler gas component.

The best-fit temperature of the two gas components are $0.75^{+0.07}_{-0.08}$ keV and $2.21^{+3.83}_{-0.73}$ keV, respectively. For the abundance ratios, all three fitting approaches adopted above agree that supersolar $\alpha$/Fe ratios are measured in both gas components, while the absolute values for individual element abundances are not exactly the same. The median values of the best-fit model parameters
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and their associated errors for the cooler gas component obtained from the fits above are adopted for further analysis (see Table 3.3). The \(\alpha/Fe\) ratio of the hotter gas component is SNe II-like, and is omitted in Table 3.3 for simplicity.

For the spectrum with energy range of 2-7 keV, the fit was carried out on 2016 data. As a first trial, a model made up of a single absorbed power-law component and an Fe line was used. As shown in the left panel of Figure 3.12, it can hardly describe the data \((\chi^2/\nu = 3.0)\). Secondly, a hot thermal gas component (MEKAL) was added to the model. As shown in the middle panel of Figure 3.12, the model matches the data better \((\chi^2/\nu = 0.95)\). The best-fit temperature of the thermal gas component is \(2.18^{+1.8}_{-0.52}\) keV, which is consistent with that of the hotter gas component used in the fit of 0.4-2 keV spectra \((2.21^{+3.83}_{-0.73}\) keV). However, the flux of the best-fit model tends to be systematically lower than that of the data beyond 6.5 keV in the observer’s frame, suggesting the possible existence of another hard X-ray component.

Another heavily absorbed power-law component was thus added to the model, as shown in the right panel of Figure 3.12. The best-fit model gives a reduced \(\chi^2\) of 0.8, and the absorption column densities of the two power-law component are \(\sim 2.1 \times 10^{23} \text{ cm}^{-2}\) and \(\sim 1 \times 10^{24} \text{ cm}^{-2}\) respectively. The error for the latter is relatively large, which is on the order of \(5 \times 10^{23} \text{ cm}^{-2}\). This is probably caused by the degeneracies among the fit parameters, most likely the degeneracy between the absorption column density and the temperature of the hot gas. These results agree with those obtained in the fits of the SW and NE nuclei separately (Table 3.2). They are also broadly consistent with the values listed in Iwasawa et al. [2018] \((2.6^{+0.9}_{-1.1} \times 10^{23} \text{ cm}^{-2}\) and \(1.4^{+0.7}_{-0.4} \times 10^{24} \text{ cm}^{-2}\), respectively), which are obtained from the fit of NuSTAR data.

For the absorption-corrected flux of the two power-law components, the value of the less absorbed power-law component \((1.97^{+0.34}_{-0.09} \times 10^{-13} \text{ ergs cm}^{-2} \text{ s}^{-1})\) agrees with that obtained from
the 0′75-aperture spectrum of the SW nucleus listed in Table 3.2, while the value for the more absorbed one (corresponding to the NE nucleus) is not well constrained (<2×10^{-12} ergs cm^{-2} s^{-1}). Together with the results presented in Section 3.3.2.2 and 3.3.2.3, our results of the two heavily absorbed AGN are in general consistent with those obtained in Iwasawa et al. [2018].

3.3.3 Host Galaxy Region (Region 2)

The spectra of the host galaxy were extracted from Region 2 in Figure 3.3 (i.e. excluding Region 1). To constrain the temperature and metallicity of the thermal gas in this region, simultaneous fitting to the spectra from both the 2000 data and the 2016 data was carried out. As the flux above 2 keV is negligible in the spectra, the model was only a thermal gas (VMEKAL) with Galactic absorption, and the fit was confined to 0.4-2 keV range. Again, the abundance of O, Si, and Fe were set as independent variables, and the abundances of Mg and Ne were tied to that of Si. The abundances of all other elements were fixed at solar values. The spectra and the best-fit model are shown in Figure 3.13, and the results from the fits are summarized in Table 3.3. In general, the temperature of the thermal gas is similar to that of the cooler gas component in the Nuclear Region (kT ∼ 0.73 keV and kT ∼ 0.75 keV, respectively). However, the Host Galaxy Region has a lower α/Fe ratio (1.7^{+1.6}_{-1.5}) than that seen in the Nuclear Region (α/Fe ratio=6.6^{+3.5}_{-3.7}) at the ∼2−σ level. There is a non-negligible, intrinsic absorption in this region (see Table 3.3), which is not surprising given the dusty nature of Mrk 273 [A_V ≥ 15, derived from the ISO SWS with an aperture of 20″, which covers the whole galaxy except the tidal tail; Genzel et al., 1998].

One thing to notice is that the absolute values of the abundances are quite low and they should be quoted with caution. When thermal spectra of different temperatures are summed
Table 3.3. Comparison among the Physical Properties of the Thermal Gas Component in Different Regions

<table>
<thead>
<tr>
<th>Model Parameter</th>
<th>Nuclear Region</th>
<th>Host Galaxy Region</th>
<th>Ionization Cone</th>
<th>Southern Nebula</th>
<th>NE-extended Nebula</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2016 data</td>
<td>2000 + 2016 data</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$N_H$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$kT$ (keV)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$n_e$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Si/SiO</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fe/FeO</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>flux (0.4-2 keV)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>luminosity (0.4-2 keV)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\chi^2$(DOF)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

|                 |                |                    |                 |                 |                   |
| $N_H$           | $0.23^{+0.02}_{-0.02}$ | $0.03^{+0.005}_{-0.006}$ | $0.009$ (fix) | $0.009$ (fix) | $0.009$ (fix) |
| $kT$ (keV)      | $0.75^{+0.02}_{-0.08}$ | $0.73^{+0.08}_{-0.10}$ | $0.82^{+0.08}_{-0.09}$ | $0.60^{+0.10}_{-0.10}$ | $0.57^{+0.06}_{-0.07}$ |
| $n_e$           | 24             | 21                 | 16              | 3               | 3                 |
| Si/SiO          | $0.59^{+0.48}_{-0.34}$ | $0.48^{+0.40}_{-0.21}$ | $0.44^{+0.45}_{-0.24}$ | $0.37^{+1.14}_{-0.50}$ | $0.83^{+1.05}_{-0.40}$ |
| Fe/FeO          | $0.08^{+0.03}_{-0.03}$ | $0.10^{+0.03}_{-0.05}$ | $0.11^{+0.04}_{-0.04}$ | $0.22^{+0.96}_{-0.09}$ | $0.30^{+0.30}_{-0.16}$ |
| flux (0.4-2 keV) | $7.96^{+0.49}_{-0.22}$ | $3.75^{+0.17}_{-0.18}$ | $1.00^{+0.06}_{-0.08}$ | $1.88^{+0.20}_{-0.18}$ | $1.78^{+0.13}_{-0.12}$ |
| luminosity (0.4-2 keV) | $2.63^{+0.16}_{-0.07}$ | $1.24^{+0.06}_{-0.06}$ | $0.33^{+0.02}_{-0.03}$ | $0.62^{+0.07}_{-0.05}$ | $0.59^{+0.04}_{-0.04}$ |
| $\chi^2$(DOF) | 1.49(2) | 0.9(67) | - | - | - |
| cstat(DOF)      | -              | -                  | 142.8(178)      | 103.8(72)       | 124.9(121)        |
|                 |                |                    | 45.6(41)        |                 |                   |

*a* Fitting Model: For the Nuclear Region, the model is two hot gas components with absorption (i.e. phabs(VMEKAL)+phabs(VMEKAL) in XSPEC). For all other regions, the model is just one hot gas component with absorption (i.e. phabs(VMEKAL) in XSPEC). The absorption column densities are results from the simultaneous fitting to both the 2000 data and 2016 data. All the errors listed correspond to a confidence range of 90%, or $\sim \pm 1.6\sigma$. For the data fitted with the CSTAT statistic, the errors are derived from the default MCMC method implemented in XSPEC.

*b* The median values obtained for the cooler gas component are listed. See Section 3.3.2.4 for more details.

*c* The absorption column density, in units of $10^{22}$ cm$^{-2}$.

*d* Electron number density, in units of $10^{-3}$ cm$^{-3}$. Spherical volumes with a filling factor of 1 are assumed in the calculation except for the Ionization Cone Region, where a bi-cone with an opening angle of $75^\circ$ and a filling factor of 1 is assumed.

*e* Abundance ratios of $\alpha$ elements to Fe, determined by the ratio of Si (row 4) and Fe (row 5) abundance. The values are rounded to one decimal. For the data fitted with the $\chi^2$ statistic, the errors were obtained assuming standard error propagation: $\sigma_{a/b} = \sqrt{(\sigma_a/b)^2 + (\sigma_b/a)^2}$. For the data fitted with the CSTAT statistic, the errors were derived from the default MCMC method in XSPEC.

*f* In units of $10^{14}$ erg s$^{-1}$ cm$^{-2}$, absorption corrected.

*g* In units of $10^{31}$ erg s$^{-1}$, absorption corrected.

*h* The reduced $\chi^2$ ($\chi^2_{\nu}$) from the fits and the corresponding degrees of freedom (DOF).

*i* The CSTAT statistics and the corresponding degrees of freedom (DOF). The spectra were binned to 1 counts bin$^{-1}$. 
Figure 3.13: Top: the results from the fits of spectra from the Host Galaxy Region (Region 2 as shown in Figure 3.3). Spectra from both the 2000 data (black) and the 2016 data (red) in the energy range of 0.4-2.0 keV were used. The model (solid lines) is only an absorbed thermal gas component with variable abundance of different elements (VMEKAL). The abundances of O, Si (Ne, Mg), and Fe are set as independent variables, while all other elements are fixed at solar values. The best-fit parameters are summarized in Table 3.3. Bottom: residuals (data minus model).

together, emission-line features could be diluted and the best-fit abundance values might yield a falsely low value [e.g. Buote et al., 1999]. Therefore, there might actually be multi-temperature gas with higher metallicity in this region, although a two-temperature gas model does not improve the fit (i.e. the reduced $\chi^2$ has only changed by $\sim 3\%$). Nevertheless, the relative abundance ratios of different metals are much less affected by the effect described above, since all the measured metal abundances are affected in a similar way.

3.3.4 Ionization Cones and Outflow

Galactic outflows are usually multi-phase [e.g. Veilleux et al., 2005b]. The multi-phase nature of galactic outflows is not well understood. Since the outflow in Mrk 273 has been detected in the ionized and neutral gas phases [$\sim 4$ kpc; Rupke and Veilleux, 2013b, Rodriguez Zaurín et al., 2014], as well as the molecular gas phase [$\sim 550$ pc; U et al., 2013, Veilleux et al., 2013b,
Figure 3.14: *Left:* the image at 1-3 keV within Region 2. The image is on a logarithm scale and in units of counts. *Middle:* the map of 1-3 keV to 0.4-1 keV counts ratios. Pixels with counts fewer than 1 are excluded. *Right:* Si to Fe L line ratio maps, showing the significant Si X\(\text{III}\) 1.85 keV emission (without continuum subtraction) southwest and northeast the two nuclei. Pixels with counts fewer than 1 are excluded. In all the three panels, the overlaid green contours are the [O \(\text{III}\)] \(\lambda5007\) emission, tracing the ionization cones and outflowing gas in optical and the two blue circles denote the location of the two nuclei.

Figure 3.15: *Left:* the same 1-3 keV to 0.4-1 keV flux ratio map as shown in the middle panel of Figure 3.14 but on a different color scale, over-plotted with the extraction regions (annulus sectors) for Ionization Cone Region (green) and Off-Cone Region (red). The grayscale image is on a logarithm scale and in units of counts. *Right:* spectra of the 2016 data extracted from the Ionization Cone Region and Off-Cone Region shown in the left panel. The spectra are both binned to a minimum S/N of 3.5 bin\(^{-1}\) and normalized at the first energy bin.
Cicone et al., 2014, Aladro et al., 2018], it is important to also explore the hot, X-ray-emitting phase of the outflow. For this, we examined \( \leq 3 \) keV X-ray emission where this hot phase may be seen.

The 1-3 keV image in counts, 1-3 keV to 0.4-1 keV ratio map and the Si to Fe-L line ratio map within the Host Galaxy Region and Nuclear Region (Region 1 & 2) are shown in Figure 3.14. The Si to Fe-L line ratio map was generated from the division of the narrow-band images of the Si\( \text{XIII} \) 1.85 keV line emission (1.78-1.95 keV) and Fe-L line emission (0.85-1.0 keV). The ratio map of Mg\( \text{XII} \) 1.47 keV to Fe-L line was also obtained, which is similar to the Si to Fe-L line ratio map and is left out to avoid redundancy. Spatially extended 1-3 keV emission and Si (also Mg) line emission are clearly seen on a scale of \( \sim 7 \) kpc \( \times \) 7 kpc, suggesting the existence of highly ionized, hot gas. Within the Nuclear Region (\( \leq 2 \) kpc), starburst, AGN and/or shocks caused by the outflowing gas impacting the ambient material can all be responsible for the ionization/heating of the gas, and it is hard to distinguish them based on the current Chandra data. However, excesses of 1-3 keV emission and Si\( \text{XIII} \) 1.85 keV (also Mg\( \text{XII} \) 1.47 keV) line emission are seen both southwest and northeast of the two nuclei, at a mean distance of \( \sim 5 \) kpc in projection. Both of the excesses are coincident with the [O\( \text{III} \) \( \lambda 5007 \) ionization cones seen in Rodríguez Zaurín et al. [2014], which also traces the outflowing gas along the same direction. This tentatively suggests that the excesses of 1-3 keV and Si\( \text{XIII} \) 1.85 keV (also Mg\( \text{XII} \) 1.47 keV) line emission are related to the outflowing, hot gas.

The Host Galaxy Region was divided into Ionization Cone Region (green sector annuli) and Off-Cone Region (red sector annuli), based on the location of the [O\( \text{III} \) \( \lambda 5007 \) emission as well as the excesses in the 1-3 keV and Si\( \text{XIII} \) 1.85 keV (also Mg\( \text{XII} \) 1.47 keV) line emission, which is shown in the left panel of Figure 3.15. Spectra were then extracted from the Ionization Cone
Region and Off-Cone Region separately. The combined spectra from the 2016 data are shown in the right panel of Figure 3.15. In the spectrum of the Ionization Cone Region, emission feature of Mg XII 1.47 keV and Si XIII 1.85 keV lines are seen, which are absent in the spectrum of the Off-Cone Region. Fitting the two emission lines with Gaussian profile gives equivalent widths of \( \sim 0.04 \) keV and \( \lesssim 0.01 \) keV respectively. These emission lines suggest the existence of highly ionized gas and/or high \( \alpha \)-element abundance in the Ionization Cone Region, and corresponding outflowing gas too.

One thing to notice is that the outflow on this spatial scale is probably not confined only to the Ionization Cone Region. According to the integral field spectroscopy in Colina et al. [1999] and Rupke and Veilleux [2013b], the outflows on smaller scales have different orientations (i.e. North-South for \( \lesssim 1 \) kpc and Northwest-Southeast for \( \lesssim 4 \) kpc). The outflow likely continues to move outwards in a similar direction but perhaps a wider opening angle, and the outflowing gas in the Ionization Cone Region may be part of this outflow.

For the spectra from the Ionization Cone Region, a single-temperature gas model with variable abundance for elements O, Si (tied with Mg, Ne), Fe (VMEKAL) and Galactic absorption was used for the fitting. The \( \alpha/Fe \) ratio in this region is \( 3.3^{+4.2}_{-2.6} \). These results are summarized in Table 3.3.

Additionally, the possible temperature difference of the gas in the Ionization Cone Region and Off-Cone Region was explored by fitting a single-temperature gas model with SNe II metallicity pattern adopted in Iwasawa et al. [2011b] to the spectra. The temperatures derived from the fits are \( kT=0.82^{+0.09}_{-0.08} \) keV for the Ionization Cone Region and \( kT=0.51^{+0.10}_{-0.12} \) keV for the Off-Cone Region. The higher temperature in the Ionization Cone Region suggests possible heating from photoionization and/or shocks induced by the outflow. This result is consistent with the idea
mentioned in Section 3.3.3 that the Host Galaxy Region is made up of multiple gas components of different temperatures.

3.3.5 Southern Nebula (Region 3)

3.3.5.1 Soft X-ray Image

In order to study the spatially extended halo emission, an image in flux unit is needed. To obtain such an image, the dependence of the collecting area on the energy and position as well as the effective exposure in different regions of the detector needs to be taken into account properly. The image of the Southern Nebula in flux unit was produced with the CIAO script `flux_image` for each observation. In order to obtain the spectral weights needed to produce the exposure map, preliminary spectra were extracted from an elliptical region (Region 3 in Figure 3.3) for each observation. All the spectra from the 2016 data were combined into one single spectrum. The combined 2016 spectrum and 2000 spectrum were then fitted with a single-temperature gas model (MEKAL) simultaneously, and the best-fit model spectra were used to generate the spectrum weights for exposure maps of each observation separately. Finally, all the images were combined.

The final product, the image of the Southern Nebula in flux unit, is shown in both the right panel of Figure 3.2 and Figure 3.3. Soft X-ray emission is seen extending up to ~ 40 kpc in the directions both perpendicular to and along the tidal tail. Apparently, the X-ray emission is suppressed in the tidal tail region seen in the optical image, where a decrease of ~ 23% in the surface brightness is measured, compared to that of the whole Southern Nebula. This suggests further that the X-ray emission is not exclusively caused by the tidal effects, which is discussed further in Section 3.4 [see also Iwasawa et al., 2011a].
3.3.5.2 Spectra

The spectra of both the 2000 and the 2016 data were extracted from Region 3 in Figure 3.3. As the 2000 data were taken 16 years before the 2016 data, the instrument response of ACIS-S in the soft X-ray has changed significantly. As shown in Table 3.1, only \( \sim 680 \) counts were obtained in 2016-2017 for the Southern Nebula. Although the spectrum from the 2016 data seems more noisy, it does not mean that the data are of lower quality compared to the 2000 data. In Figure 3.16, the 2000 and 2016 data were binned with the same method, i.e., at least 5 counts bin\(^{-1}\) for visualization. As more counts were obtained in the 2016 spectrum, the bin size of the 2016 spectrum (in units of keV) is much smaller than that of the 2000 spectrum (e.g., this can be seen most clearly in the 1.6-2.0 keV data in Fig 16). This is why the 2016 spectrum appear more “noisy” than they actually are. In order to get robust measurements from the spectra of the Southern Nebula region, the spectral fitting was carried out as follows.

We firstly checked whether a model with fixed, solar abundance can fit the data. For this exercise, the spectra were binned to 15 counts bin\(^{-1}\) so the \( \chi^2 \) statistics and F-test could be applied. The fits gave a \( \chi^2 \) of 87.5 with a DOF of 55 in the case of the fixed solar abundance, and a \( \chi^2 \) of 49.2 with a DOF of 52 for the variable abundance model. The p-value of the F-test is very low (\( \sim 1.2 \times 10^{-6} \)), implying that the fixed abundance model is not sufficient to properly describe the data.

We then turned to the model with variable abundances. Firstly, only spectra from the 2016 data were combined and fitted. In agreement with Iwasawa et al. [2011a], emission features of Mg XI 1.34 keV and Si XIII 1.85 keV are seen by eye in the spectrum. Such line emission suggests the existence of abundant \( \alpha \) elements in the nebula. The spectrum was binned to 1
Figure 3.16: Top: simultaneous fitting to the spectra of the Southern Nebula from 2000 data (black) and 2016 data (red). A thermal gas model (VMEKAL) is fitted to the spectra and shown in solid lines. The abundances of O, Si (Ne, Mg), and Fe are all set as independent variables. The spectra shown are binned to 5 counts bin$^{-1}$ only for the purpose of better visualization only, while the spectra were binned to 1 counts bin$^{-1}$ in the fit. The best-fit parameters are summarized in Table 3.3. Bottom: residuals (data minus model).

counts bin$^{-1}$ and the CSTAT statistic was used for the fit. The spectrum was fitted with a single-temperature gas model (VMEKAL) with Galactic absorption. Specifically, the abundances of Si, Mg, and Ne were tied together, while those of O and Fe were left as independent variables respectively. The abundance for all other elements not mentioned above were fixed at solar values. The corresponding results from the fits are summarized in Table 3.3.

The robustness of the results to the change of the abundance assumption was investigated. This was explored by setting the abundance of all other elements free in the fitting, but they had not changed the results from the fits to a noticeable extent. This is expected, since no line features of those elements are strong enough to affect the results of the fit in the spectral range of 0.4-2 keV. As a result, all those elements were fixed at solar values in the fits below.

Secondly, simultaneous fitting to both the 2000 and the 2016 data was carried out. Again, the spectra were binned to 1 counts bin$^{-1}$ and the CSTAT statistic was used for the fit. The model and the parameter settings were the same as the one used when the 2016 data alone was fitted.
The results are summarized in Table 3.3. In general, the two fits give results that are consistent with each other. Taking into account the errors, both fits give the same temperature for the nebula. The largest difference of the two fits lies in the absolute metallicity, but both results still broadly agree with each other.

As stated at the end of the Section 3.2.1, the uncertainty of the $\alpha$/Fe ratio was obtained through the default Markov Chain Monte Carlo (MCMC) method implemented in XSPEC when the CSTAT statistic was used. The probability contours of Si (Ne, Mg) and Fe abundances are shown in Figure 3.17, based on the simultaneous fit of the 2000 and 2016 data. It can be seen that, although the absolute values of Si (Ne, Mg) and Fe abundance are uncertain, the ratio of $\alpha$/Fe is constrained relatively well by the data ($\alpha$/Fe = $4.5^{+3.1}_{-1.9}$ for $\sim \pm 1.6\sigma$, or $\alpha$/Fe = $4.5^{+5.5}_{-2.4}$ for $\sim \pm 3\sigma$). The detection of a super-solar $\alpha$/Fe ratio in the Southern Nebula is therefore robust ($>3\sigma$).
3.3.5.3 Search for Spatial Variations within the Nebula

The spatial variations of physical properties within the Southern Nebula may help reveal the origin of the hot gas. The possible spatial variations of the temperature and metallicity of the hot gas were explored.

Spectra were extracted from regions on both the east and west sides of the tidal tail for inspection. The temperatures of the western and eastern parts of the Southern Nebula agree with each other and are similar to the value of the whole nebula ($kT \sim 0.57$ keV), taking the errors into consideration. The relative metal abundance ratios of the two parts also show similar values to those of the whole nebula ($\alpha/Fe = 4.5^{+3.1}_{-1.9}$). There is a hint that the absolute metal abundance in the western part of the nebula is systematically larger than that in the eastern part and that in the whole nebula. However, the uncertainties in the abundance are quite large (a factor of $\geq 2$) and this result is thus not conclusive. Moreover, the difference between the north and south parts of the Southern Nebula was also explored. Again, no clear difference was seen in either the temperature or the metallicity pattern.

However, a detailed analysis of the narrow-band images centered on the Mg XI 1.34 keV line and Si XIII 1.85 keV line have revealed tentative spatial variations within the Southern Nebula. As shown in Figure 3.18, there are separate Mg XI 1.34 keV bright region (Mg-bright region) and Si XIII 1.85 keV bright region (Si-bright region) within the Southern Nebula. The spectra of both regions as well as the spectrum for the whole Southern Nebula are shown in Figure 3.19, and similar temperatures ($kT \sim 0.57$ keV) were obtained for all spectra by fitting a thermal gas model to them. The spectra demonstrates the stronger Mg XI 1.34 keV line and Si XIII 1.85 keV line emission in corresponding regions respectively. As Si and Mg are both $\alpha$ elements, the
Figure 3.18: *Left:* image of Mg XI 1.34 keV emission (1.25-1.45 keV) from stacked 2000 and 2016 data. *Right:* image of Si XIII 1.85 keV emission (1.78-1.95 keV) from the same data. On the left panel, an emission region dominated by Mg XI 1.34 keV emission is shown, while on the right panel, another region dominated by Si XIII 1.85 keV emission is shown. Neither images are continuum subtracted. They are adaptively smoothed by FTOOL fadapt [http://heasarc.gsfc.nasa.gov/ftools/; see Blackburn, 1995] with the same parameter settings, and are on a logarithm scale and in units of counts.

The relative abundance of these two elements should not vary much in different regions. One possible explanation for this variation is that the ionization states in the two regions are different, where the Si-bright region is more highly ionized than the Mg-bright region. The low S/N ($\lesssim 3$) of these emission features prevent us from carrying out a more quantitative modeling of this apparent variation.
Figure 3.19: The spectra from Si-bright region (red) and Mg-bright (green) region as shown in Figure 3.18, as well as the whole Southern Nebula (black). All spectra are normalized at the first energy bin. Locations of Mg and Si emission features are denoted with arrows.

3.3.6 NE-extended Nebula (Region 4)

Denoted as Region 4 in Figure 3.3, there is extended emission to the northeast of the galaxy (i.e. NE-extended Nebula), which is spatially associated with the extended, [O III] λ5007 emission studied in Rodríguez Zaurín et al. [2014], most likely photoionized by the central AGN. The spectra were fitted in the same way that has been used for the Southern Nebula. The spectra for this region were fitted with a single-temperature gas model with Galactic absorption. The spectra were mildly binned to 1 counts bin$^{-1}$ and the CSTAT statistic was used. The results from the fits are summarized in Table 3.3, and the spectra are shown in Figure 3.20. Compared to the Southern Nebula, the temperature of this extended emission is significantly lower, perhaps $\sim 1/2$ of that in the Southern Nebula. The $\alpha$/Fe ratio in this region ($2.1^{+5.9}_{-1.8}$) seems slightly lower than that in the Southern Nebula ($4.5^{+3.1}_{-1.9}$), but only at the $\sim 1-\sigma$ level so it is not significant. The differences in temperature and perhaps in $\alpha$/Fe ratio between the NE-extended Nebula and the Southern Nebula probably point to their different origins. See Sections 4.1.1-4.1.3 for a discussion of these results.
3.4 Discussion

3.4.1 Origin of the Southern Nebula

An order-of-magnitude estimation of the total thermal energy and gas mass of the Southern Nebula was carried out. Despite the apparent irregular shape of the soft X-ray emission, it is assumed that the emission is generated in a sphere with a radius of 20 kpc and a filling factor of 1. Based on this simplification and the mean number density of $3 \times 10^{-3}$ cm$^{-3}$ derived from the fits (see Table 3.3), a total energy of $\sim 1.2 \times 10^{58}$ ergs and a total mass of $\sim 1.5 \times 10^9$ M$_\odot$ are obtained. The amount of kinetic energy deposited during a merger of two identical progenitors is of the order $M_g v_c^2 / 8$, where $M_g$ is the mass of the X-ray-emitting gas and $v_c$ is the relative speed during the collision [see Nardini et al., 2013]. In the case of Mrk 273, $v_c \sim 1250$ km s$^{-1}$ is needed, which is significantly faster than the characteristic speed of head-on collisions in non-cluster environments [e.g., $\sim 800$ km s$^{-1}$ in Taffy Galaxies; Braine et al., 2003]. This implies...
the existence of additional energy source for the nebula.

3.4.1.1 Extra Heating in the Southern Nebula

As shown in Table 3.3, the measured temperature of the nebula is $0.57^{+0.06}_{-0.07}$ keV. Assuming the virialization of the hot gas and an NFW density profile for the dark matter halo [Navarro et al., 1997], the gas virial temperature can be written as follows:

$$kT_{\text{vir}} = \frac{1}{2} \mu m_p \frac{G M_{\text{vir}}}{r_{\text{vir}}} \approx 0.135 \left( \frac{M_{\text{vir}}}{10^{12} M_\odot} \right) \left( \frac{r_{\text{vir}}}{100 \text{ kpc}} \right)^{-1} \text{keV},$$

By further assuming the relations between the virial radius and both the halo mass and redshift presented in Mo and White [2002], the dark matter halo mass can be obtained through the equation $kT_{\text{vir}} \sim 0.042 \frac{M_{12}^{2/3}}{1 + z} \text{keV}$, where $M_{12}$ is the virial mass expressed in units of $10^{12} M_\odot$. Similar to what is suggested for NGC 6240 in Nardini et al. [2013], a possible evolutionary scenario consistent with the temperature ($\sim 0.57$ keV) of the nebula is that of a cold dark matter halo with a total virial mass of $\sim 10^{13} M_\odot$ formed at $z \sim 2$.

This is almost an order of magnitude more massive than that of the Milky Way ($\sim 1.3 \times 10^{12} M_\odot$, see McMillan [2011] for details.) In addition, this value distinguishes group-scale halos from galaxy-scale halos [see Humphrey et al., 2006]. The mass of the dark matter halo estimated here is unreasonably high, given the stellar mass of Mrk 273 [$\sim 10^{11} M_\odot$; see Veilleux et al., 2002, Rodríguez Zaurín et al., 2009, U et al., 2012] and its dynamical mass [$\sim 10^{12} M_\odot$, based on the velocity dispersion of the CO absorption features in the near-infrared, and assuming a King model with tidal radius to core radius of $\sim 50$; Tacconi et al., 2002] of Mrk 273. Therefore, extra heating mechanism for the hot gas is at work.
On the contrary, the NE-extended Nebula shows a lower temperature of \(0.31^{+0.07}_{-0.01}\) keV. Following the same procedure used for the Southern Nebula, a dark matter halo mass of \(\sim 3.5 \times 10^{12} M_\odot\) is obtained, which is a more reasonable value for the halo mass of Mrk 273. Compared to the Southern Nebula, the NE-extended Nebula is thus more likely to be the pre-existing, virialized gaseous halo.

### 3.4.1.2 Heating Source of the Gas

Both galactic outflows generated from the nuclear/circumnuclear region and the merging activity can heat the gas in the nebula. It is thus necessary to discuss their relative importance.

One way to estimate it is to look at the required shock velocity. Assuming that the gas is heated up after being swept by an adiabatic shock, the temperature of the gas can be derived as \(kT_s = 3\mu m_p v_s^2 / 16\), where \(v_s\) is the speed of the shock front. Adopting \(kT=0.57\) keV (see Table 3.3), the \(v_s\) will be 710 km s\(^{-1}\), which is too high for the relative orbit speeds within a merging system like Mrk 273 (e.g. the inferred orbital velocity of the two nuclei of NGC 6240 is just 155 km s\(^{-1}\); see Tecza et al. [2000] for details). In addition, the maximum speed of the non-outflowing ionized gas only reaches a maximum of 350 km s\(^{-1}\), as is measured through the narrow component of H\(\alpha\) emission in Rupke and Veilleux [2013b]. Therefore, the merging activity alone seems not capable of causing shocks with required \(v_s\).

As is presented in Section 3.3.4, hot gas (\(kT \sim 0.8\) keV, see Table 3.3) associated with the ionization cones and outflowing gas extends to a scale of \(\gtrsim 5\) kpc \(\times\) 5 kpc. This outflowing hot gas might be the heating source for the Southern Nebula after it moves outward to a larger scale. Similar cases of hot gas heated by the AGN and/or starburst triggered outflow have been observed
in several other galaxies [e.g. Wang et al., 2014, Tombesi et al., 2016, 2017]. In addition, high velocity outflow in Mrk 273 has been detected in the ionized and neutral gas phases [\(\sim 4\) kpc; Rupke and Veilleux, 2013b, Rodríguez Zaurín et al., 2014], as well as the molecular gas phase [\(\sim 550\) pc; U et al., 2013, Veilleux et al., 2013b, Cicone et al., 2014, Aladro et al., 2018]. The ionized outflow has been observed to reach a speed as high as \(\sim 1500\) km s\(^{-1}\) in projection, while the molecular outflow reaches a maximum speed of \(\sim 900\) km s\(^{-1}\) in projection. These high-speed outflows may be capable of causing adiabatic shocks with \(v_s \sim 710\) km s\(^{-1}\) in the nebula, if there is no significant decrease in the outflow speed before they reach the nebula.

3.4.1.3 The \(\alpha\)-elements Enrichment through Outflow

Another independent piece of evidence regarding the origin of the nebulae comes from the \(\alpha/Fe\) abundance ratio of the hot gas. Iron is nearly entirely produced from Type Ia supernovae (SNe; i.e., exploded white dwarfs in close binary systems), while the majority of \(\alpha\) elements originate from Type II SNe (i.e., core-collapsed massive stars). Based on the prediction of nucleosynthesis models for Type II SNe [e.g, Heger and Woosley, 2010, Nomoto et al., 2006, 2013], Si/Fe ratios can reach as high as \(\sim 3-5 \times\) solar value, while ratios of \(\sim 0.5\) solar value are expected from Type Ia SNe [e.g, Nagataki and Sato, 1998, Seitenzahl et al., 2013]. Therefore, the \(\alpha/Fe\) ratios can provide information about how the gas was enriched.

The high \(\alpha/Fe\) ratios in both the Nuclear Region (Region 1; \(6.6^{+3.5}_{-3.7}\)) and the Southern Nebula (Region 3; \(4.5^{+4.1}_{-1.9}\)) might indicate a physical connection between the two, perhaps through the outflow generated in the Nuclear Region. Similar evidence for the transport of \(\alpha\)-enhanced material out to a scale \(\lesssim 10\) kpc by galactic winds has been seen in other nearby galaxies [e.g.,
M82; Tsuru et al., 2007, Ranalli et al., 2008, Konami et al., 2011, and references therein].

3.4.1.4 The Need for Multiple Outflow Events

If indeed the Southern Nebula is heated and enriched through the outflow, there are several reasons to believe that multiple outflow events are involved.

First of all, the maximum silicon yield of a Type II SNe is \( \sim 0.1 \sim 0.3 \, M_\odot \) for a massive-star progenitor with \( Z \leq 0.02 \) [e.g., Nomoto et al., 2013]. The total amount of silicon within the Southern Nebula is estimated to be \( \sim 2 \times 10^6 \, M_\odot \), adopting a derived gas mass of \( \sim 1.5 \times 10^9 \, M_\odot \) and assuming a \( 1.5 \times \) solar abundance for silicon estimated from the spectra. This can be translated into \( 1 \times 10^7 \) Type II SNe. Given the current star formation rate\(^5\) of \( \sim 160 \, M_\odot \, yr^{-1} \), a continuous star formation activity of \( \gtrsim 10^7 \) yr is required. It is thus very unlikely that the current star formation contributes solely to the enrichment. Past starforming and/or starburst activities over a much longer time scale are required. Detailed spectral analyses of the circum-nuclear region have indeed revealed stellar populations both young (3-60 Myr) and old (0.7-12.5 Gyr) [see Raimann et al., 2003, Rodríguez Zaurín et al., 2009, for details].

Secondly, the characteristic time scale needed for the outflow to affect the Southern Nebula on a spatial scale of \( \sim 40 \, kpc \) can be estimated. The average outflow speed of warm ionized gas in projection is \( \sim 1000 \, km \, s^{-1} \) [measured from the average \( V_{98\%} \) of the \( H\alpha \) emission, see column (7) of Table 3 in Rupke and Veilleux, 2013b]. Assuming that the outflow travels with a constant speed of 1000 km s\(^{-1}\), a time scale of 40 Myr is needed for it to reach the full extent of

\(^5\)The SFR is quoted from Veilleux et al. 2009, and the contamination from the AGN is subtracted in the calculation. They have used six different methods to calculate the AGN fraction, which are based on the mid-infrared line ratios, PAH equivalent width, mid-infrared colors, and mid-to-far infrared continuum ratios. The mean AGN fraction of the six methods is used in the calculation, and the uncertainty in the AGN fraction is \( \sim 15\% \). See Veilleux et al. [2009b] for more details.
Moreover, as no significant spatial variations of the $\alpha$/Fe ratio are seen within the Nebula, the whole duration of the enrichment might be as long as the dynamical time scale of $\sim 0.1$ Gyr, which is measured from the sound-crossing time, $D/c_s = D(5kT/3\mu m_p)^{-1/2}$. The age of the current outflow in warm ionized phase is $\lesssim 10$ Myr, based on its velocity and spatial extent [Rupke and Veilleux, 2013b, Rodríguez Zaurín et al., 2014]. As a result, the current outflow alone cannot be responsible for the $\alpha$-elements enrichment already observed in the Southern Nebula.

In all, multiple outflow events in the past, on a time scale of $\lesssim 0.1$ Gyr, are required to explain the super-solar $\alpha$/Fe ratio in the Southern Nebula. The merger event might have helped further erase spatial fluctuations in the $\alpha$/Fe ratio within the nebula [similar to the case of Mrk 231, Veilleux et al., 2014].

### 3.4.1.5 Comparison with the H$\alpha$ Nebula

As shown in the bottom right panel of Figure 3.1, the brighter portion of the extended H$\alpha$ emission south of the galaxy ($T \sim 10^4$ K) resembles the Southern Nebula in the X-ray ($T \sim 7 \times 10^6$ K). The eastern part of the Southern Nebula in the X-ray seems to be more luminous and extended than the H$\alpha$ nebula, although this may be caused by the different sensitivity of the X-ray and H$\alpha$ observations. Spence et al. [2016] argue that the southern H$\alpha$ nebula is not related to the large scale outflow, based on the moderate velocity shifts ($|\Delta V| \lesssim 250$ km s$^{-1}$) and line width (FWHM $\lesssim 350$ km s$^{-1}$) measured in the emission lines. However, these results do not formally rule out the possibility that the H$\alpha$ nebula represents the accumulated reservoir of the outflowing gas if the turbulence caused by the outflows dissipated away as the material cooled down from $\sim$
Figure 3.21: Comparison of the nebula emission from (U)LIRGs and those from other galaxies with similar stellar mass. The x, y axis are the stellar mass and soft X-ray (∼0.5-2 keV) luminosity. The filled circles, diamonds, squares and red cross denote (U)LIRGs (this work), massive spiral galaxies [Anderson et al., 2016, Bogdán et al., 2017] as well as CGM-MASS galaxies and the Milky Way [Li et al., 2017]. The sizes of the labels represent the typical errors of the measurements, except that the error bars are drawn for the Milky Way. The region enclosed by the red dashed line represents the rough location of early-type galaxies from the ATLAS$^{3D}$ [Kim and Fabbiano, 2015] and MASSIVE [Goulding et al., 2016] surveys in the corresponding mass range, as well as nearby highly-inclined disk galaxies [Li and Wang, 2013a,b, Li et al., 2014]. The black solid line and black dashed line are linear and non-linear fits to the non-starburst field galaxies respectively [see Li et al., 2017, for more details].
$7 \times 10^6$ K to $\sim 10^4$ K. The high temperature and high $\alpha$/Fe ratio of the Southern Nebula favor an outflow-related origin.

3.4.2 X-ray Nebulae at Different Merger Stages

The $\alpha$-enriched, luminous X-ray nebulae have been discovered in mergers at different stages: Mrk 273 (close-pair), NGC 6240 (close-pair), and Mrk 231 (coalesced). The total luminosity of the nebula within Mrk 273 in 0.4-2 keV band is $2 \times 10^{41}$ erg s$^{-1}$ (adding up nebula emission in Region 2, 3 and 4), which is comparable to those of the nebulae within Mrk 231 [$2 \times 10^{41}$ erg s$^{-1}$ in 0.5-2.0 keV band, Veilleux et al., 2014] and NGC 6240 [$4 \times 10^{41}$ erg s$^{-1}$ in 0.4-2.5 keV band, Nardini et al., 2013]. As shown in Figure 3.21, the soft X-ray emission of these nebulae is more luminous than that of galaxies with similar stellar mass, including massive spiral galaxies [Anderson et al., 2016, Bogdán et al., 2017], CGM-MASS galaxies [Li et al., 2017], highly-inclined disk galaxies [Li and Wang, 2013a,b, Li et al., 2014] as well as early-type galaxies from the ATLAS$^{3D}$ [Kim and Fabbiano, 2015] and MASSIVE [Goulding et al., 2016] surveys in the corresponding mass range.

Assuming that the X-ray nebulae in (U)LIRGs are in a quasi-equilibrium state, the heating of the gas should be balanced by the radiative cooling. If this assumption is valid, the brighter nebula emission suggests significant excess energy input from the outflow events and merging process.

The basic properties of the X-ray nebulae in the three (U)LIRGs are summarized in Table 3.4. In general, the three nebulae are quite similar to each other, in terms of luminosity, temperature and $\alpha$/Fe ratio. The existence of these similar X-ray nebulae in mergers at different stages
Table 3.4. Properties of the X-ray Nebulae within the three (U)LIRGs

<table>
<thead>
<tr>
<th>Physical Property</th>
<th>Mrk 273</th>
<th>NGC 6240</th>
<th>Mrk 231</th>
</tr>
</thead>
<tbody>
<tr>
<td>merger stage</td>
<td>close pair</td>
<td>close pair</td>
<td>coalesced</td>
</tr>
<tr>
<td>nuclear separation</td>
<td>0.75 kpc</td>
<td>0.74 kpc</td>
<td>–</td>
</tr>
<tr>
<td>$L_{\text{nebula}}$</td>
<td>$\sim 2 \times 10^{41}$</td>
<td>$\sim 4 \times 10^{41}$</td>
<td>$\sim 2 \times 10^{41}$</td>
</tr>
<tr>
<td>T (keV)</td>
<td>$\sim 0.57$</td>
<td>$\sim 0.65$</td>
<td>$\sim 0.67$, 0.27</td>
</tr>
<tr>
<td>$n_e$ d</td>
<td>$\sim 3$</td>
<td>$\sim 2.5$</td>
<td>$\sim 0.97$, 0.92</td>
</tr>
<tr>
<td>$M_{\text{gas}}$ e</td>
<td>$\sim 6$</td>
<td>$\sim 10$</td>
<td>$\sim 7$</td>
</tr>
<tr>
<td>$\alpha/\text{Fe}$</td>
<td>$4.5^{+3.1}_{-1.9}$</td>
<td>$4.0^{+2.1f}_{-1.8}$</td>
<td>$3.3^{+2.2}_{-1.7}$ f</td>
</tr>
</tbody>
</table>

Nardini et al. [2013].

Veilleux et al. [2014]. The best-fit model is made up of two gas components.

Soft X-ray luminosity of the nebulae, in units of erg s$^{-1}$. The luminosities are in 0.4-2.0 keV band for Mrk 273, in 0.4-2.5 keV band for NGC 6240 and in 0.5-2.0 keV band for Mrk 231.

Electron number densities, in units of $10^{-3}$ cm$^{-3}$.

Total mass of the hot gas, in units of $10^9$ $M_\odot$. For Mrk 273, the sum of the gas mass in Region 2, 3 and 4 is listed. For Mrk 231, the sum of the mass for the two gas components is listed.

The values are not directly listed in the corresponding papers. They are estimated based on the information listed in the Table 3 of Nardini et al. [2013] and the Table 2 of Veilleux et al. [2014].

reinforces the picture that multiple outflow events over a time scale of $\lesssim 0.1$ Gyr must be at work during the whole merging process.

3.4.3 The $\alpha/\text{Fe}$ ratios in (U)LIRGs and Early-type Galaxies

Super-solar $\alpha/\text{Fe}$ ratios are typically measured in the old stellar populations of early-type galaxies [e.g. Worthey, 1998, Graves et al., 2010, Conroy et al., 2014, Kriek et al., 2016] and
the hot interstellar medium of some post-merger early-type galaxies with relatively young stellar populations [e.g. Kim et al., 2012]. These results are most likely due to either a short timescale of star formation (efficient quenching before the onset of Type Ia SNe) or variations in the initial mass function (IMF). Given the mass outflow rate and gas content of Mrk 273, the implied gas depletion timescale is only $\sim 10$ Myr [Cicone et al., 2014]. The outflow in Mrk 273 might thus be able to quench star formation on this short timescale, if the ejected gas does not return to the center to form stars. Therefore, the super-solar $\alpha$/Fe ratio measured in the Nuclear Region (Region 1) of Mrk 273 may be the result of the on-going rapid starburst/quenching process.

### 3.5 Conclusions

We have combined a deep, 200 ksec Chandra ACIS-S observation of Mrk 273 with 44 ksec archival data acquired with the same instrument and setup. The main results are summarized as follows.

- The AGN associated with the SW nucleus is confirmed by the new data. A secondary peak exists in the hard X-ray images (especially 4-6 keV), which is associated with the NE nucleus at a projected distance of 0.75 kpc from the SW nucleus.

- The hard X-ray (3-8 keV) spectrum of the SW nucleus is well explained by a heavily absorbed AGN ($N_H = 2.79^{+0.30}_{-0.22} \times 10^{23}$ cm$^{-2}$). In this statement and those below, the errors from the spectral fits correspond to a confidence range of 90%, or $\sim \pm 1.6\sigma$). The hard X-ray flux of the SW nucleus has dropped by $\sim 60\%$ from the year 2000 to the year 2016. The decrease seems to be caused by the fading of the intrinsic luminosity of the central engine, although an increase in the column density of the absorbing material cannot be formally
ruled out.

- The hard X-ray (3-8 keV) spectrum of the NE nucleus is best explained by a combination of a heavily obscured AGN ($N_H = 6.78^{+4.99}_{-3.31} \times 10^{23}$ cm$^{-2}$) and a hot gas component ($kT \sim 3$ keV). A harder X-ray continuum compared to that of the SW nucleus is detected in the NE nucleus at 6.5-8 keV. An Fe Xxv line (6.7 keV rest frame) is found in the spectrum of the NE nucleus, while the strength of Fe Kα line is not well constrained by the current data.

- A single power-law component cannot describe the hard X-ray spectrum of the Nuclear Region ($r<3''$, $\sim 2$ kpc). Significant residuals above 6.5 keV in the observer’s frame still exists after a hot ($kT \sim 3$ keV) gas component is added to the model. Adding a second power-law component improves the fit (although reduced $\chi^2 \sim 0.8$). These results favor the existence of a dual AGN.

- Spatially extended excesses of 1-3 keV emission and Si XIII 1.85 keV (also Mg XII 1.47 keV) line emission are found to be coincident with the optical [O III] $\lambda 5007$ emission tracing the ionization cones and outflowing gas out to $\sim 5$ kpc. An $\alpha$/Fe ratio of $3.3^{+4.2}_{-2.6}$ is measured in this hot, X-ray emitting gas.

- The temperature of the cooler gas component in the Nuclear Region ($kT=0.75^{+0.07}_{-0.08}$ keV) is similar to that of the gas in the Host Galaxy Region ($kT=0.73^{+0.08}_{-0.10}$ keV). They are both higher than that of the Southern Nebula ($kT=0.57^{+0.06}_{-0.07}$ keV) and that of the NE-extended Nebula ($kT=0.31^{+0.07}_{-0.01}$ keV). No clear spatial variation is seen within the Southern Nebula itself.

- Super-solar $\alpha$/Fe ratios are measured in the Nuclear Region ($6.6^{+3.5}_{-3.7}$) and the Southern Neb-
ula (4.5$^{+3.1}_{-1.9}$). However, lower $\alpha$/Fe ratios are derived in the Host Galaxy Region (1.7$^{+1.6}_{-1.6}$, different at the $\sim$2–σ level) and perhaps also in the NE-extended Nebula (2.1$^{+5.9}_{-1.8}$, although the uncertainties are large).

- These data suggest that the hot gas in the Southern Nebula has been heated and enriched by multiple outflows originated from the Nuclear Region, on a time scale of $\lesssim$0.1 Gyr. A similar origin has been suggested for the large-scale nebulae around Mrk 231 and NGC 6240. In contrast, the NE-extended Nebula is likely the pre-existing gas in the halo, which has not been affected by the outflows yet.
Chapter 4: Integral Field Spectroscopy of Fast Outflows in Dwarf Galaxies with AGN

4.1 Introduction

While it is believed that supermassive black holes (SMBH, with masses $M_{BH} \simeq 10^6 - 10^9 M_\odot$) are ubiquitous in the centers of massive galaxies at the present epoch, the rate of incidence of (S)MBH in dwarf galaxies with stellar masses $M_* \lesssim 10^{9.5} M_\odot$ (roughly that of the Large Magellanic Cloud) is not well determined. The direct detection of SMBH in dwarf galaxies based on the stellar and gas dynamics within the gravitational sphere of influence of the SMBH is extremely challenging, although there have been recent efforts producing promising results [Nguyen et al., 2018, 2019]. Nevertheless, recent studies have revealed active galactic nuclei (AGN) in dwarf galaxies through diagnostics in the optical [e.g. Greene and Ho, 2007, Dong et al., 2012, Reines et al., 2013, Moran et al., 2014, Dickey et al., 2019, Mezcua and Domínguez Sánchez, 2020], near and mid-infrared [e.g. Sartori et al., 2015, Hood et al., 2017, Riffel, 2020], X-rays [e.g. Pardo et al., 2016, Mezcua et al., 2018], as well as from optical variability [e.g. Baldassare et al., 2018], opening a new window for systematic studies of (S)MBH in dwarfs [see Greene et al., 2019, for a recent review].

There is a general consensus that feedback processes likely play a vital role in the evolution
of dwarf galaxies, given their shallow potential well [e.g. Veilleux et al., 2005a, 2020]. Stellar processes have long been considered the main source of feedback in dwarf galaxies [e.g. Larson, 1974, Veilleux et al., 2005a, Heckman and Thompson, 2017, Martín-Navarro and Mezcua, 2018]. However, it is still debated whether such stellar feedback is effective enough to reproduce the properties of the dwarf galaxies we see today [e.g. Garrison-Kimmel et al., 2013]. Given the growing number of AGN detected in dwarf galaxies, it is also important to consider the possible impact of AGN feedback. Few studies have explored this issue systematically. Plausible evidence of star formation quenching induced by AGN feedback in dwarf galaxies has been reported by Penny et al. [2018]. Bradford et al. [2018] have also found that the global HI content may be lower in dwarf galaxies with AGN, perhaps due to AGN feedback. In addition, radio observations have revealed radio jets in dwarf galaxies that are as powerful as those observed in more massive systems [Mezcua et al., 2019]. From the theoretical perspective, analytic analyses from Silk [2017] and Dashyan et al. [2018] have pointed out the possibly significant effects of AGN feedback in dwarfs. New simulations by Koudmani et al. [2019, 2020] suggest that AGN boost the energetics of outflows in dwarf galaxies.

Powerful, kpc-scale outflows triggered by luminous AGN has been regarded as strong observational evidence of on-going AGN feedback [e.g. Rupke and Veilleux, 2011, 2013a,b, 2015, Rupke et al., 2017, Liu et al., 2013a,b, Harrison et al., 2014, Westmoquette et al., 2013, Ramos Almeida et al., 2019], which may impact even the circumgalactic medium [e.g. Veilleux et al., 2014, Lau, Liu et al., 2019]. It is thus interesting to explore if similar outflows can be found in dwarf galaxies with AGN. Recently, Manzano-King et al. [2019] have observed a sample of 29 dwarf galaxies with AGN using Keck LRIS long-slit spectroscopy. Spatially extended (up to ∼2 kpc in radius), rapid outflows (median velocity offsets \(\lesssim 180\) km s\(^{-1}\), 80-percentile widths \(W_{80}\)
≤ 1600 km s$^{-1}$) have been discovered in a third of the sources from the sample, suggesting that AGN feedback may be significant in these dwarf galaxies. More recently, a parsec-scale radio jet was reported in one of the targets with a reported outflow, adding evidence for AGN feedback in these dwarf galaxies [Yang et al., 2020]. However, while the results from the long-slit spectra are tantalizing, they do not capture the two-dimensional morphology of the outflows. Integral field spectroscopy (IFS) that provides full two-dimensional coverage with high spatial resolution is needed to map the outflows and fully quantify the true impact of these outflows on the dwarf hosts.

In this paper, we analyze newly obtained IFS data of eight dwarf galaxies with AGN showing the fastest and brightest outflowing gas in the sample studied by Manzano-King et al. [2019] and Manzano-King and Canalizo [2020]. The eight targets were observed with Keck/KCWI, and two of the targets were also observed with Gemini/GMOS. This paper is organized as follows. In Section 4.2, the data sets, physical properties of the targets measured from the IFS and ancillary data, and reduction procedures are described. The analysis techniques adopted in this paper are described in Section 4.3. The main results are presented in Section 4.4 and detailed in Appendix C.1. The implications of these results are discussed in Section 4.5, and the conclusions are summarized in Section 4.6. Throughout the paper, we assume a ΛCDM cosmology with $H_0 = 69.3$ km s$^{-1}$ Mpc$^{-1}$, $\Omega_m = 0.287$, and $\Omega_\Lambda = 0.713$ [Hinshaw et al., 2013].
4.2 Sample, Observations, & Data Reduction

4.2.1 Sample

We observed 8 out of the 29 dwarf galaxies with AGN studied in Manzano-King et al. [2019]. The 29 sources were originally selected from samples of dwarf galaxies with AGN in recent literatures based on Baldwin, Phillips & Telervich and Veilleux & Osterbrock 1987 [hereafter BPT and VO87, respectively; Baldwin et al., 1981, Veilleux and Osterbrock, 1987] line ratio diagrams [Reines et al., 2013, Moran et al., 2014] and mid-infrared diagnosis [Sartori et al., 2015]. The readers are referred to Manzano-King et al. [2019] for more details.

All targets are confirmed to host AGN based on the AGN-like line ratios. All targets show AGN-like line ratios as measured from the Keck/LRIS long-slit spectra extracted from the central 1″ region. Many of the targets show further evidence of hosting AGN, including i) the detection of strong He II $\lambda$4686 and [Ne V] $\lambda$3426 emission in the Keck LRIS long-slit spectra and KCWI spectra; ii) the detection of coronal emission lines in the near-infrared spectra of these objects (Bohn et al. 2020, in prep.). In addition, the highly ionized [Fe X] $\lambda$6375 line (I.P.=233.6 eV) is detected within the central 0.6″ of target J0906+56 based on the GMOS Integral Field Unit (IFU) spectra reported here; Targets J0906+56 and J0954+47 also show hard X-ray emission originating from AGN activity [Baldassare et al., 2017a]. The basic physical properties of the 8 targets in our sample, including those from the NASA-Sloan Atlas\(^1\) (NSA), are summarized in Table 5.1.

\(^{1}\text{http://www.nsatlas.org/data}\)
<table>
<thead>
<tr>
<th>Name</th>
<th>Short Name</th>
<th>Redshift</th>
<th>log(M$<em>{stellar}$/M$</em>\odot$)</th>
<th>R$_{50}$</th>
<th>log(L$_{[OIII]}$)</th>
<th>C$_{bol}$</th>
<th>log(L$_{AGN}$)</th>
<th>SFR</th>
</tr>
</thead>
<tbody>
<tr>
<td>SDSS J010005.94−011059.0</td>
<td>J0100−01</td>
<td>0.0517</td>
<td>9.47</td>
<td>1.2</td>
<td>40.96$^{+0.03}_{-0.02}$</td>
<td>142</td>
<td>43.5</td>
<td>&lt;0.6</td>
</tr>
<tr>
<td>SDSS J081145.29+232825.7</td>
<td>J0811+23</td>
<td>0.0159</td>
<td>9.02</td>
<td>0.6</td>
<td>39.64$^{+0.05}_{-0.06}$</td>
<td>87</td>
<td>42.0</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>SDSS J084025.54+181858.9</td>
<td>J0840+18</td>
<td>0.0151</td>
<td>9.28</td>
<td>1.0</td>
<td>39.96$^{+0.02}_{-0.02}$</td>
<td>87</td>
<td>42.0</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>SDSS J084234.51+031930.7</td>
<td>J0842+03</td>
<td>0.0291</td>
<td>9.34</td>
<td>1.0</td>
<td>40.51$^{+0.03}_{-0.03}$</td>
<td>142</td>
<td>43.1</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>SDSS J090613.75+561015.5</td>
<td>J0906+56</td>
<td>0.0467</td>
<td>9.36</td>
<td>1.5</td>
<td>41.18$^{+0.01}_{-0.01}$</td>
<td>142</td>
<td>43.7</td>
<td>&lt;0.3</td>
</tr>
<tr>
<td>SDSS J095418.16+471725.1</td>
<td>J0954+47</td>
<td>0.0327</td>
<td>9.12</td>
<td>2.0</td>
<td>41.36$^{+0.02}_{-0.02}$</td>
<td>142</td>
<td>43.9</td>
<td>&lt;0.3</td>
</tr>
<tr>
<td>SDSS J100551.19+125740.6</td>
<td>J1005+12</td>
<td>0.00938</td>
<td>9.97</td>
<td>1.0</td>
<td>40.20$^{+0.03}_{-0.03}$</td>
<td>142</td>
<td>43.2</td>
<td>&lt;0.1</td>
</tr>
<tr>
<td>SDSS J100935.66+265648.9</td>
<td>J1009+26</td>
<td>0.0145</td>
<td>8.77</td>
<td>0.7</td>
<td>40.48$^{+0.01}_{-0.01}$</td>
<td>142</td>
<td>43.0</td>
<td>&lt;0.1</td>
</tr>
</tbody>
</table>

Note. — Column (1): SDSS name of the target; Column (2): Short name of the target used in this paper; Column (3): Redshift of the target measured from the stellar fit to the spectrum integrated over the KCWI data cube; Column (4): Stellar mass from the NSA; Column (5): Half-light radius from the NSA, in unit of kpc; Column (6): Total [O iii] $\lambda 5007$ luminosity based on the observed total [O iii] $\lambda 5007$ fluxes within the field of view of the KCWI data without extinction correction, in units of erg s$^{-1}$; Column (7): [O III]-to-bolometric luminosity correction factor adopted from Lamastra et al. [2009]; Column (8): Bolometric AGN luminosity, based on the extinction-corrected [O III] luminosity, in units of erg s$^{-1}$; Column (9): Upper limit on the star formation rate based on the extinction-corrected [O II] $\lambda\lambda 3726, 3729$ flux from the KCWI data, in units of M$_\odot$ yr$^{-1}$. Here we assume that 1/3 of the [O II] $\lambda\lambda 3726, 3729$ emission is from the star formation activity, following Ho [2005].

4.2.2 Observations

4.2.2.1 GMOS Observations

J0906+56 and J0842+03 were observed through Gemini fast-turnaround (FT) programs GN-2019A-FT-109 and GS-2019A-FT-105 (PI S. Veilleux). The GMOS IFU [Allington-Smith et al., 2002, Gimeno et al., 2016] data were taken on 2019-04-04 and 2019-04-05 at Gemini-N for J0906+56, and on 2019-04-28 and 2019-04-29 at Gemini-S for J0842+03. The GMOS IFU 1-slit, B600 mode was used for both targets, and the spectral resolution was $\sim$100 km s$^{-1}$ FWHM at 4610 Å. The field of view of this GMOS setup is 3.5" $\times$ 5". The details of the observations are summarized in Table 4.2.

We measured the point spread function (PSF) of the IFS data by fitting single 2-D Gaussian profiles to bright stars in the acquisition images of each target. The mean values of the measured FWHM (0.60" for J0906+56 and 0.55" for J0842+03) were used as the empirical Gaussian
Table 4.2. Summary of Observations

<table>
<thead>
<tr>
<th>Name</th>
<th>Telescope/Instrument</th>
<th>Dates</th>
<th>Grating(Slicer)</th>
<th>$t_{exp}$</th>
<th>PSF</th>
<th>Range</th>
<th>PA</th>
<th>FOV</th>
<th>5-σ detection limit ($\times 10^{-17}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>J0100−01</td>
<td>Keck/KCWI</td>
<td>2020-01-30</td>
<td>BL(Small)</td>
<td>1200+600</td>
<td>1.2&quot;</td>
<td>3500–5500 Å</td>
<td>51.0</td>
<td>8''×20''</td>
<td>9</td>
</tr>
<tr>
<td>J0811+23</td>
<td>Keck/KCWI</td>
<td>2020-01-30</td>
<td>BL(Medium)</td>
<td>4×1200</td>
<td>1.2&quot;</td>
<td>3500–5500 Å</td>
<td>0.0</td>
<td>16''×20''</td>
<td>1</td>
</tr>
<tr>
<td>J0840+18</td>
<td>Keck/KCWI</td>
<td>2020-01-30</td>
<td>BL(Medium)</td>
<td>3×1200</td>
<td>1.2&quot;</td>
<td>3500–5500 Å</td>
<td>101.0</td>
<td>16''×20''</td>
<td>1</td>
</tr>
<tr>
<td>J0842+03</td>
<td>Gemini/GMOS</td>
<td>2019-04-29,29</td>
<td>B600</td>
<td>8×1125</td>
<td>0.55&quot;</td>
<td>3750–7070 Å</td>
<td>122.0</td>
<td>3.5''×5''</td>
<td>1</td>
</tr>
<tr>
<td>J0842+03</td>
<td>Keck/KCWI</td>
<td>2020-01-31</td>
<td>BL(Small)</td>
<td>2×1200</td>
<td>0.9&quot;</td>
<td>3500–5500 Å</td>
<td>290.0</td>
<td>8''×20''</td>
<td>1</td>
</tr>
<tr>
<td>J0906+56</td>
<td>Gemini/GMOS</td>
<td>2019-04-05,05</td>
<td>B600</td>
<td>8×1155</td>
<td>0.6&quot;</td>
<td>3880–7200 Å a</td>
<td>273.0</td>
<td>3.5''×5''</td>
<td>3</td>
</tr>
<tr>
<td>J0906+56</td>
<td>Keck/KCWI</td>
<td>2020-01-31</td>
<td>BL(Small)</td>
<td>2×1200+280</td>
<td>0.9&quot;</td>
<td>3500–5500 Å</td>
<td>0.0</td>
<td>8''×20''</td>
<td>2</td>
</tr>
<tr>
<td>J0954+47</td>
<td>Keck/KCWI</td>
<td>2020-01-30</td>
<td>BL(Small)</td>
<td>5×1200</td>
<td>1.2&quot;</td>
<td>3500–5500 Å</td>
<td>0.0</td>
<td>8''×20''</td>
<td>2</td>
</tr>
<tr>
<td>J1005+12</td>
<td>Keck/KCWI</td>
<td>2020-01-30</td>
<td>BL(Small)</td>
<td>6×600</td>
<td>1.2&quot;</td>
<td>3500–5500 Å</td>
<td>60.0</td>
<td>8''×20''</td>
<td>3</td>
</tr>
<tr>
<td>J1009+26</td>
<td>Keck/KCWI</td>
<td>2020-01-30</td>
<td>BL(Small)</td>
<td>7×600</td>
<td>1.2&quot;</td>
<td>3500–5500 Å</td>
<td>45.5</td>
<td>8''×20''</td>
<td>5</td>
</tr>
</tbody>
</table>

Note. — Column (1): Short name of the target; Column (2): Telescope and instrument used for the observations; Column (3): Date of the observation; Column (4): Grating adopted in the observation, slicer configuration adopted for the corresponding KCWI observation is also shown in the bracket; Column (5): Exposure time of the observation in seconds; Column (6): FWHM of the PSF measured from the acquisition image (GMOS data) or IFU observation of the spectrophotometric standard star (KCWI data); Column (7): Spectral coverage of the data set; Column (8): Position angle of the IFU in degrees measured East of North; Column (9): Full field of view of the IFU. (10): 5-σ detection limit for a [O III] λ5007 emission line with FWHM of 1000 km s$^{-1}$, in units of erg cm$^{-2}$ s$^{-1}$ arcsec$^{-2}$. The typical uncertainty of the listed values is ~30%.

aThe data with wavelength shorter than 5000 Å were discarded in the analysis due to the low S/N.
PSF for the IFS data. Whether these PSF are a good approximation for our analysis can be checked by comparing the PSF of the acquisition images of the standard stars with those of the IFS frames on the stars themselves. We find that the former is more extended than the latter, i.e., the average FWHM of the PSF for the acquisition images is \(\sim 90\%\) larger than that of the IFS frames in arcseconds, although the former is only \(\sim 15\%\) larger than the latter in unit of image pixel size. This suggests that the FWHM of the PSF determined from the acquisition images overestimate those of the science observations. Thus, the use of PSF measurements derived from the acquisition images in our analysis conservatively overestimates the true size of the PSF in the IFS observations on our targets.

4.2.2.2 KCWI Data

All targets were observed with KCWI [Morrissey et al., 2018] through Keck program 2019-U217 (PI G. Canalizo) on 2020-01-31 and 2020-02-01. All targets were observed with BL grating. J0811+23 and J0840+18 were observed with the medium-slicer setup (spectral resolution \(\sim 160\ \text{km s}^{-1}\ \text{FWHM at 4550} \ \text{Å}\)), while the others were observed with the small-slicer setup (spectral resolution \(\sim 80\ \text{km s}^{-1}\ \text{FWHM at 4550} \ \text{Å}\)). The details of the observations are summarized in Table 4.2.

We measured the PSF of these IFU observations from the observations of spectrophotometric standard stars taken before, in between, and after the on-target observations, where single 2-D Gaussian profiles were fit to the narrow-band images (5000–5100 Å) of those standard stars reconstructed from the data cubes. For one of the targets, J0842+03, a nearby bright star fell in the field-of-view and was thus observed simultaneously with the target in one science expo-
sure. The same 2-D Gaussian fit was applied to it and the results were compared with other PSF measurements. For each night, all individual measurements of the PSF described above broadly agree with each other, and the median FWHM of these best-fit Gaussian profiles were adopted as the FWHM of the PSF for further analysis. Notice that we do not have measurements for the PSF taken at the same time of the on-target science observations, therefore, the variations in the size of the actual PSF may be larger. This speculation is based on the variation of the DIMM seeing measured by the Mauna Kea Weather Center\(^2\), which ranges from 0.4″ to 0.8″ throughout the two observation nights.

4.2.3 Data Reduction

4.2.3.1 GMOS Data

Both GMOS data sets were reduced with the standard Gemini Pyraf package (v1.14), supplemented by scripts from IFSRED library [Rupke, 2014b]. We followed the standard processes listed in the GMOS data reduction manual, except that we did not apply scattered light removal for the science frames. This was based on the fact that i) there was no clear features indicative of scattered light in the raw data and ii) the attempt to apply scattered light removal led to significant and unphysical wiggles in the extracted spectra.

The final data cubes were generated by combining individual exposures of each target using script IFSR\_MOSAIC from the IFSRED library. The wavelength solutions were further verified by checking the sky emission lines (mainly [O Ⅰ] \(\lambda 5577\), and also weaker [O Ⅰ] \(\lambda 6300\) and [O Ⅰ] \(\lambda 6364\)). For J0906+56, the differences between the measured line centers of the sky emission

\(^2\text{http://mkwc.ifa.hawaii.edu/current/seeing/index.cgi}\)
and the reference values are between $-10 \text{ km s}^{-1}$ and $10 \text{ km s}^{-1}$. The differences are randomly distributed across the data cube and no pattern is seen. Therefore, no further correction was applied to the wavelength calibration.

However, for target J0842+03, shifts of up to $\sim5 \text{ Å}$ between the measured and reference line centers of the sky line [O I] $\lambda5577$ were seen. The arc exposure for this target was taken eleven days after the science observations, perhaps explaining these large shifts. Additional corrections were applied to modify the wavelength solutions: i) For each exposure, the zero-point shifts of the spectra were corrected using the sky emission [O I] $\lambda5577$; ii) for the final combined data cube, small ($\lesssim 0.8 \text{ Å}$), wavelength dependent shifts in the wavelength solution were further corrected by adding shifts $\Delta(\lambda)$, where $\Delta(\lambda/\text{Å}) = 0.0016(\lambda/\text{Å}) - 9.06$ is the best-fit linear fit to the shifts between the measured line centers and the expected ones calculated from the emission-line redshift determined from the Keck/LRIS spectrum (Manzano-King, private communication). The strong optical emission lines [O III] $\lambda5007$, H$\alpha$, [N II] $\lambda\lambda6548, 6583$, and [S II] $\lambda\lambda6716, 6731$ were included in the fit. We further required that $\Delta(\lambda_{[O I]_\lambda5577}/\text{Å}) = 0$, i.e., zero shifts at the wavelength of sky emission line [O I] $\lambda5577$. The residuals of the best-fit are $\lesssim 0.15 \text{ Å}$ in general.

4.2.3.2 KCWI Data

The KCWI data sets were reduced with the KCWI data reduction pipeline and the IF-SRED library. We followed the standard processes listed in the KCWI data reduction manual\textsuperscript{3} for all targets. The data cubes generated from individual exposures were resampled to

\textsuperscript{3}https://github.com/Keck-DataReductionPipelines/KcwiDRP/blob/master/AAAREADME
Figure 4.1: Examples of fits to the [O III] $\lambda\lambda$4959, 5007 line profiles for J0842+03 using (left panel) one Gaussian component and (right panel) two Gaussian components. In each panel, the top spectrum in black is the observed data, while the solid red curve is the best fit model and the dashed curves represent the individual Gaussian components (C1, C2). The residuals after subtraction of the best-fit models from the data are shown in solid black curve at the bottom, and the $y=0$ line is shown in red.

0.15″ × 0.15″ (small-slicer setup) or 0.29″ × 0.29″ square spaxels (medium-slicer setup) using IFSR_KCWIRESAMPLE. The resampled data cubes of the same target were then combined into a single data cube using IFSR_MOSAIC.

4.3 Analysis

4.3.1 Voronoi Binning

The data cubes were mildly, spatially binned using the Voronoi binning method [Cappellari and Copin, 2003]. As our aim is to characterize the broad, blueshifted components in the emission lines (especially [O III] $\lambda$5007) which trace the outflows, we binned the data cube according to the signal-to-noise ratio (S/N) of the blue wing of the [O III] $\lambda$5007 emission line (calculated in the target-specific, 200 km s$^{-1}$-wide velocity window). The spaxels with S/N of the blue wing less than 1 were excluded from the binning, and each final spatial bin was required to reach a minimum S/N of 3.
Figure 4.2: Examples of fits to the [O III] λλ4959, 5007 line profiles for J1005+12 using (left panel) two Gaussian components and (right panel) three Gaussian components. The presentation of the data, fits, and residuals is the same as in Fig. 4.1.

4.3.2 Spectral Fits

The spectral fits utilized IDL library IFSFIT [Rupke, 2014a], supplemented by customized python scripts.

4.3.2.1 Fits to the [O III] λλ4959, 5007 Emission

The [O III] λλ4959, 5007 line emission from our targets shows the strongest blueshifted wings among all of the emission line tracers of the ionized outflow. In addition, the absence of other strong emission and absorption features in the vicinity of [O III] λλ4959, 5007 makes the faint [O III] wing components easier to analyze. In order to capture the faintest signal from the outflows traced by those faint emission line wing, we started by solely fitting the [O III] λλ4959, 5007 line emission. With the emission lines masked out, the stellar continuum was fit using the public software pPXF [Cappellari, 2017] with 0.5× solar metallicity stellar population synthesis (SPS) models from González Delgado et al. [2005]. Polynomials of order up to 4 were added to account for any non-stellar continua.
The continuum-subtracted [O III] $\lambda\lambda 4959, 5007$ emission lines were then fitted with multiple Gaussian components using the IDL library MPFIT [Markwardt, 2012]. The line centers and line widths of the corresponding Gaussian components of both lines were tied together, and only the amplitudes were allowed to change freely. We did not fix the relative amplitude ratios of the doublet so that a fit was allowed when a Gaussian component was only detected in [O III] $\lambda 5007$ but not in [O III] $\lambda 4959$. We checked the flux ratios of the doublet from the best-fit results afterwards when applicable and found that they were very close to the theoretical expectation (within 2%). We allowed a maximum of three Gaussian components in the fits, and the required number of components in each spaxel was determined by a combination of software automation and visual inspection: An additional component was added to the best-fit model when 1) it was broader than the spectral resolution; 2) it had a S/N > 2; 3) it was not too broad to be robustly distinguished from the continuum (i.e., the peak S/N of individual spectral channel was required to be greater than 1.5 when the line width $W_{80}$ was greater than 800 km s$^{-1}$). The best-fit parameters from the continuum and emission line fits were adopted as initial parameters for a second fit to check for convergence of the fit.

In order to check how the uncertainties on the fit to the stellar continuum might affect the results on the [O III] $\lambda\lambda 4959, 5007$ emission lines, we also tried fitting the continuum with a straight line through the continuum-only windows adjacent to the [O III] $\lambda\lambda 4959, 5007$ emission lines. The differences of the best-fit parameters of the [O III] $\lambda\lambda 4959, 5007$ emission lines between the two continuum fitting schemes were on average less than 2%, indicating that the best-fit results were not sensitive to the choice of continuum fitting function in most cases.

Examples of the multi-Gaussian fits, using the KCWI spectra of targets J0842+03 and J1005+12, are shown in Figs. 4.1 and 4.2, respectively.
For J0842+03, a model with one Gaussian component cannot fit the spectra well ($\chi^2 > \sqrt{1}$). Two Gaussian components, the narrower C1 component, and the broader C2 component, are enough to describe the [O III] $\lambda\lambda$4959, 5007 emission profiles. For J1005+12, neither a model with one Gaussian component nor one with two Gaussian components can fit the [O III] $\lambda\lambda$4959, 5007 profiles well ($\chi^2 > \sqrt{1}$ and $\chi^2 = 3.36$, respectively). Three Gaussian components are needed to properly fit the [O III] $\lambda\lambda$4959, 5007 line emission: the narrowest component (C1), the intermediate-width component (C2) and the broadest component (C3). For the rest of the paper, we name the individual velocity components with the same rule adopted here, i.e., the C1, C2, and C3 components are defined by their increasing line widths.

The results from these fits are discussed in detail in Appendix C.1 and summarized in Section 4.4.

4.3.2.2 Emission Line Fits to the Full Spectral Range

Emission line fits to the full spectral range were also carried out where all of the strong emission lines (H$\alpha$, H$\beta$, [O III] $\lambda\lambda$4959, 5007, [N II] $\lambda\lambda$6548, 6583, [S II] $\lambda\lambda$6716, 6731, and [O I] $\lambda$6300 in the GMOS data, H$\beta$, H$\gamma$, [O II] $\lambda\lambda$3726, 3729, [Ne III] $\lambda$3869, and [O III] $\lambda\lambda$4959, 5007 in the KCWI data) were fit simultaneously. The continuum-subtracted spectra obtained from Section 4.3.2.1 were adopted for these fits. Following the routine adopted for the fit of the [O III] $\lambda\lambda$4959, 5007 emission lines alone, all of the emission lines were fitted with multiple Gaussian components, where the line centers and widths of the corresponding Gaussian components for each line were tied together. For each target, the maximum number of Gaussian components used in the fit was determined from the best fits of [O III] $\lambda\lambda$4959, 5007
4.3.3 Non-Parametric Measurements of the Emission Line Profiles

Non-parametric line profile measurements were utilized to describe the gas kinematics for both the individual Gaussian components and the overall line profiles. The details are described below, and an example is shown in Fig. 4.3.

i. $v_{10}$ and $v_{90}$ are the velocities at the 10th and 90th percentiles of the total flux, respectively, calculated starting from the red side of the line.

ii. $W_{80}$ is the line width defined to encompass 80 percent of the total flux such that $W_{80}=v_{10}-v_{90}$.

iii. $v_{50}$ is the median velocity, the velocity at the 50th percentile of the total flux.
4.3.4 AGN Luminosities

The bolometric AGN luminosities ($L_{AGN}$) of our targets were calculated from the extinction-corrected [O III] $\lambda$5007 luminosities integrated over the entire IFS data cubes ($L_{[O\ III]}$)\textsuperscript{4}. The extinction correction was determined from the Balmer decrement based on the spatially-integrated spectrum, assuming an intrinsic H$\alpha$/H$\beta$ ratio of 2.87\textsuperscript{5} for the GMOS data, or an intrinsic H$\beta$/H$\gamma$ ratio of 2.13 for the KCWI data [Case B, $T=10^4$ K; Osterbrock and Ferland, 2006] and the Cardelli et al. [1989b] extinction curve with $R_V = 3.1$. For J0100$-$01 and J0811$+$23, where H$\gamma$ is too weak to be measured robustly, the Balmer decrement was determined from the H$\alpha$/H$\beta$ ratio measured from the SDSS spectra. We adopted the empirical bolometric correction factors in Lamastra et al. [2009]: $L_{AGN} = 142 L_{[O\ III]}$ and $L_{AGN} = 87 L_{[O\ III]}$ for $40 < \log(L_{[O\ III]}) < 42$ and $38 < \log(L_{[O\ III]}) < 40$ in cgs units, respectively. Note that the AGN luminosities calculated here may be affected by relatively large systematic errors since the intrinsic Balmer line ratio, the shape of the extinction curve, and the $L_{[O\ III]}$ to $L_{AGN}$ correction factor in systems like our targets are uncertain. The observed $L_{[O\ III]}$ and derived $L_{AGN}$ are summarized in Table 5.1.

\textsuperscript{4}Based on the [O II]/[O III] vs [O III]/H$\beta$ diagrams drawn from the KCWI data, at least ~90% of the spaxels show AGN-like line ratios in each target. Consistently, all of our targets show AGN-like line ratios in the BPT and VO87 diagrams based on the Keck/LRIS spectra extracted from the central 1'' box regions. Moreover, for targets J0842+03 and J0906+56 where the BPT and VO87 diagrams can be derived from the GMOS IFU data, we find that the spaxels with AGN-like line ratios contribute at least ~95% of the [O III] flux. Overall, the [O III] luminosities integrated over the entire data cubes are thus at most slight overestimates of the [O III] luminosities originating from the AGN.

\textsuperscript{5}While studies have shown that the intrinsic H$\alpha$/H$\beta$ ratio of AGN is 3.1 [Osterbrock and Ferland, 2006], we adopt the value 2.87 since (1) the intrinsic Balmer line ratios of AGN in these dwarf galaxies are poorly constrained due to a lack of dedicated studies; (2) in Section 4.5.3, we will compare our results of outflow energetics with those from some previous studies [e.g. Harrison et al., 2014, Rupke et al., 2017] where they adopted the value 2.87. Nevertheless, if we adopt instead an intrinsic H$\alpha$/H$\beta$ value of 3.1 in our calculations, the derived AGN luminosity will only decrease by ~0.1 dex for our targets.
4.3.5 Upper Limits on the Star Formation Rates

Robust star formation rate (SFR) measurements of our targets cannot be obtained due to the lack of sensitive far-infrared data. None of the targets is detected in IRAS and AKARI all sky survey. An order-of-magnitude estimate of SFR for our targets can be derived by dividing the stellar mass with the Hubble time, assuming a constant star formation rate. For a stellar mass of \( \log(M_{\text{stellar}}/M_\odot) = 9.5 \), this gives a SFR on the order of 0.2 \( M_\odot \) yr\(^{-1} \), an order of magnitude lower than the upper limits derived from the far-infrared data.

Star formation rates may also be estimated from \([\text{O II}] \lambda\lambda 3726, 3729\) luminosities (\(L_{[\text{O II}]}\)) in AGN [e.g. Ho, 2005]. The derived SFR are in principle upper limits on the intrinsic SFR since the AGN contributes to the \([\text{O II}] \lambda\lambda 3726, 3729\) fluxes. Adopting equation (10) in Kewley et al. [2004], we follow the same recipe in Ho [2005], where 1/3 of the \([\text{O II}]\) emission comes from the star formation activity. The \(L_{[\text{O II}]}\) was measured from the spatially-integrated KCWI spectra, and was corrected for extinction in the same way as that for \(L_{[\text{O III}]}\). The gas-phase metallicity of the targets adopted in the calculations above were assumed to be solar (This is based on our ionization diagnosis in Section 4.4.3. Given that the \([\text{O II}] \lambda\lambda 3726, 3729\) flux is dominated by the nuclear region and contaminated by AGN emission, a metallicity higher than the prediction from the stellar mass–metallicity relation is not surprising). These results are summarized in Table 5.1. Instead, if we use 0.5 \( \times \) solar (LMC-like) metallicity [e.g. Garnett, 1999] in the calculations, the upper limits on SFR will be \( \sim 20\% \) lower. Therefore, the upper limits recorded in Table 5.1 are conservatively high.

To assess the upper limits on SFR derived above, we have also compared them to the median SFR listed in the MPA-JHU DR7 catalog based on SDSS data [Brinchmann et al., 2004].
One possible caveat of the SFR from MPA-JHU DR7 catalog is that they misclassify 6 out of the 8 targets studied here as starburst/star-forming galaxies. Therefore, for these 6 targets, there could be significant systematic errors in the SFR listed in the catalog. Moreover, even for the two targets classified as AGN (J0811+23 and J1005+12), the treatment of AGN contamination to the SFR measurements might still introduce certain systematic errors to the SFR. Nevertheless, from the comparison we find that (a) the median SFR measured within the SDSS fibers in the MPA-JHU catalog are all below our [O II]-based upper limits except for J0811+23 (SFR $\approx 0.02$ M$_\odot$ yr$^{-1}$ from fiber SFR in catalog vs SFR $< 0.01$ M$_\odot$ yr$^{-1}$ from our [O II] data); (b) Even if we consider the total SFR (corrected for fiber loss) listed in the MPA-JHU catalog, only three targets show clearly higher SFR in the catalog than our [O II]-based upper limits (the largest difference is seen for J0906+56: total SFR $\approx 0.74$ M$_\odot$ yr$^{-1}$ in the catalog vs SFR $< 0.3$ M$_\odot$ yr$^{-1}$ from our data), while the SFR of J0842+03 in the catalog is only 1/10 of the upper limit measured from our [O II] data. These differences are likely caused by the fact that the AGN emission in these targets are not modelled properly in the MPA-JHU catalog. In general, our [O II]-based upper limits are not systematically lower than the values from MPA-JHU catalog.

4.4 Outflows Detected in the Sample

The main results from our analysis of the IFS data are summarized in this section. The target-specific maps of the [O III] $\lambda$5007 flux and kinematics, globally and for each velocity component, the stellar kinematics, and the radial profiles of the fluxes from individual velocity components are discussed in Appendix C.1 (Fig. C.1–C.28). In addition, line ratio maps and the spatially resolved BPT and VO87 diagrams are shown for J0842+03 (Fig. C.13 and C.14)
and J0906+56 (Fig. C.18 and C.19). In all cases, the systematic velocities of our targets are determined from the stellar velocities measured from the spectra integrated over the whole KCWI data cubes.
<table>
<thead>
<tr>
<th>Name</th>
<th>NC_{comp}</th>
<th>Component</th>
<th>Data Set</th>
<th>Median v_{50}</th>
<th>Min v_{50}</th>
<th>Max v_{50}</th>
<th>Median W_{40}</th>
<th>Max W_{40}</th>
<th>v_{50}, int.</th>
<th>W_{40}, int.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
<td>(4)</td>
<td>(5)</td>
<td>(6)</td>
<td>(7)</td>
<td>(8)</td>
</tr>
<tr>
<td>J0100−01</td>
<td>1</td>
<td>C1</td>
<td>KCWI</td>
<td>−20</td>
<td>−60</td>
<td>0</td>
<td>120</td>
<td>210</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C2</td>
<td>KCWI</td>
<td>−40</td>
<td>−240</td>
<td>50</td>
<td>310</td>
<td>650</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Total</td>
<td>KCWI</td>
<td>−20</td>
<td>−130</td>
<td>0</td>
<td>220</td>
<td>440</td>
<td>−20</td>
<td>150</td>
</tr>
<tr>
<td>J0811+23</td>
<td>1</td>
<td>C1</td>
<td>KCWI</td>
<td>−40</td>
<td>−60</td>
<td>−20</td>
<td>140</td>
<td>220</td>
<td>−40</td>
<td>150</td>
</tr>
<tr>
<td>J0840+18</td>
<td>2</td>
<td>C1</td>
<td>KCWI</td>
<td>−10</td>
<td>−30</td>
<td>20</td>
<td>50</td>
<td>130</td>
<td>−10</td>
<td>50</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C2</td>
<td>GMOS</td>
<td>−80</td>
<td>−110</td>
<td>−20</td>
<td>130</td>
<td>250</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Total</td>
<td>GMOS</td>
<td>−110</td>
<td>−150</td>
<td>−80</td>
<td>400</td>
<td>520</td>
<td>−120</td>
<td>420</td>
</tr>
<tr>
<td>J0842+03</td>
<td>1</td>
<td>C1</td>
<td>KCWI</td>
<td>−30</td>
<td>−60</td>
<td>10</td>
<td>150</td>
<td>220</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C2</td>
<td>KCWI</td>
<td>−110</td>
<td>−160</td>
<td>−40</td>
<td>500</td>
<td>750</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Total</td>
<td>KCWI</td>
<td>−70</td>
<td>−110</td>
<td>−20</td>
<td>400</td>
<td>700</td>
<td>−60</td>
<td>320</td>
</tr>
<tr>
<td>J0906+56</td>
<td>3</td>
<td>C1</td>
<td>GMOS</td>
<td>−10</td>
<td>−30</td>
<td>30</td>
<td>30^a</td>
<td>30^a</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>Name</td>
<td>$N_{comp}$</td>
<td>Component</td>
<td>Data Set</td>
<td>Median $v_{50}$ [km s$^{-1}$]</td>
<td>Min $v_{50}$ [km s$^{-1}$]</td>
<td>Max $v_{50}$ [km s$^{-1}$]</td>
<td>Median $W_{50}$ [km s$^{-1}$]</td>
<td>Max $W_{50}$ [km s$^{-1}$]</td>
<td>$v_{50}$, int. [km s$^{-1}$]</td>
<td>$W_{50}$, int. [km s$^{-1}$]</td>
</tr>
<tr>
<td>------------</td>
<td>------------</td>
<td>-----------</td>
<td>----------</td>
<td>------------------------------</td>
<td>-----------------------------</td>
<td>-----------------------------</td>
<td>-------------------------------</td>
<td>-----------------------------</td>
<td>------------------------------</td>
<td>-------------------------------</td>
</tr>
<tr>
<td>C2 GMOS</td>
<td>30</td>
<td>C1</td>
<td>GMOS</td>
<td>30</td>
<td>−10</td>
<td>60</td>
<td>350</td>
<td>410</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>C3 GMOS</td>
<td>−50</td>
<td>C2</td>
<td>GMOS</td>
<td>−50</td>
<td>−100</td>
<td>40</td>
<td>920</td>
<td>1200</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>Total GMOS</td>
<td>0</td>
<td>C3</td>
<td>GMOS</td>
<td>0</td>
<td>−20</td>
<td>20</td>
<td>550</td>
<td>650</td>
<td>10</td>
<td>570</td>
</tr>
<tr>
<td>C1 KCWI</td>
<td>−10</td>
<td>C1</td>
<td>KCWI</td>
<td>60</td>
<td>30</td>
<td>90</td>
<td>430</td>
<td>680</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>C2 KCWI</td>
<td>60</td>
<td>C2</td>
<td>KCWI</td>
<td>−10</td>
<td>−50</td>
<td>50</td>
<td>110</td>
<td>140</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>C3 KCWI</td>
<td>−70</td>
<td>C3</td>
<td>KCWI</td>
<td>−70</td>
<td>−150</td>
<td>10</td>
<td>980</td>
<td>1250</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>Total KCWI</td>
<td>10</td>
<td>C1</td>
<td>KCWI</td>
<td>10</td>
<td>−50</td>
<td>50</td>
<td>520</td>
<td>670</td>
<td>20</td>
<td>420</td>
</tr>
<tr>
<td>J0954+47</td>
<td>3</td>
<td>C1</td>
<td>KCWI</td>
<td>0</td>
<td>−70</td>
<td>20</td>
<td>70</td>
<td>100</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C2</td>
<td>KCWI</td>
<td>0</td>
<td>0</td>
<td>20</td>
<td>260</td>
<td>430</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C3</td>
<td>KCWI</td>
<td>−60</td>
<td>−80</td>
<td>0</td>
<td>730</td>
<td>1100</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>Total KCWI</td>
<td>0</td>
<td>C1</td>
<td>KCWI</td>
<td>0</td>
<td>−10</td>
<td>10</td>
<td>240</td>
<td>530</td>
<td>0</td>
<td>220</td>
</tr>
<tr>
<td>J1005+12</td>
<td>3</td>
<td>C1</td>
<td>KCWI</td>
<td>−20</td>
<td>−40</td>
<td>10</td>
<td>80</td>
<td>120</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C2</td>
<td>KCWI</td>
<td>−30</td>
<td>−100</td>
<td>50</td>
<td>440</td>
<td>710</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C3</td>
<td>KCWI</td>
<td>−140</td>
<td>−200</td>
<td>−60</td>
<td>730</td>
<td>1200</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>
4.4.1 Gas Kinematics across Our Sample

The gas kinematic properties of the galaxies in our sample are summarized in Table 4.3. This includes basic statistics (min, max, median) on $v_{50}$ and $W_{80}$ for individual velocity components and the entire [O III] $\lambda 5007$ line emission across the data cubes, as well as measurements of $v_{50}$ and $W_{80}$ from the spatially-integrated spectra.

Overall, we find that the number of velocity components needed to adequately fit the emission line profiles in our targets ranges from three for J0906+56, J0954+47, and J1005+12, two for J0100−01, J0842+03, and J1009+26, and one for targets J0811+23 and J0840+18.

The kinematic properties of the C3 components in J0906+56, J0954+47, and J1005+12, and the C2 components in J0100−01 and J0842+03, show strong evidence for outflows since they are very broad and/or significantly blueshifted with respect to the stellar velocity field derived from the same data (Their names are shown in black and marked with asterisks in Fig. 4.4 and 4.5. The kinematic properties of the C2 components in J0906+56, J0954+47, and J1005+12, as well as the C1 component in J0842+03 also suggest that they are at least part of, or affected by, the outflows in these systems. In addition, given the peculiar kinematics of the C2 component in J1009+26 and C1 component in J0811+23 relative to that of the stellar component, we argue in Appendix 11 C.1 that they also likely represent outflowing gas in these objects (These last two groups of velocity components have relatively more ambiguous origins than the first group, so their names are shown in red in Fig. 4.4 and 4.5 to distinguish them from the first group. In the following discussion, we associate all of these velocity components with the outflows in these seven objects, and will refer to them as outflow components by default. In the end, only J0840+18 does not show any sign of outflowing gas in our IFS data, so it is omitted from the
Table 4.3 (cont’d)

<table>
<thead>
<tr>
<th>Name</th>
<th>N_{comp}</th>
<th>Component</th>
<th>Data Set</th>
<th>Median $v_{50}$ [km s$^{-1}$]</th>
<th>Min $v_{50}$ [km s$^{-1}$]</th>
<th>Max $v_{50}$ [km s$^{-1}$]</th>
<th>Median $W_{80}$ [km s$^{-1}$]</th>
<th>Max $W_{80}$ [km s$^{-1}$]</th>
<th>$v_{50, \text{int.}}$ [km s$^{-1}$]</th>
<th>$W_{80, \text{int.}}$ [km s$^{-1}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>KCWI</td>
<td></td>
<td></td>
<td>−30</td>
<td>−60</td>
<td>10</td>
<td>300</td>
<td>680</td>
<td>−30</td>
<td>260</td>
</tr>
<tr>
<td>J1009+26</td>
<td>2</td>
<td>C1</td>
<td>KCWI</td>
<td>−10</td>
<td>−30</td>
<td>0</td>
<td>80</td>
<td>100</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C2</td>
<td>KCWI</td>
<td>−20</td>
<td>−60</td>
<td>40</td>
<td>210</td>
<td>480</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>Total</td>
<td>KCWI</td>
<td></td>
<td></td>
<td>−10</td>
<td>−50</td>
<td>10</td>
<td>90</td>
<td>150</td>
<td>−20</td>
<td>90</td>
</tr>
</tbody>
</table>

Note. — Column (1): Short name of the target; Column (2): Number of velocity components required by the best-fit results from Section 4.3.2; (3): Individual velocity components (C1,C2,C3) and overall emission line profiles (Total) from the best fits; Column (4): Instrument used for the observations; Columns (5)-(7): Median, minimum and maximum values of $v_{50}$ measured across the whole data cube. The spaxels with the highest and lowest 5% of $v_{50}$ are excluded in the calculations. The values listed are rounded to the nearest 10 km s$^{-1}$; Columns (8)-(9): Median and maximum values of $W_{80}$ measured across the whole data cube. The spaxels with the highest and lowest 5% of $W_{80}$ are excluded in the calculations. The values listed are rounded to the nearest 10 km s$^{-1}$; Columns (10)-(11): $v_{50}$ and $W_{80}$ of the overall emission line profiles from the spatially-integrated spectra of the whole data cubes. The values listed are rounded to the nearest 10 km s$^{-1}$.

*a*Compared with the KCWI data, the GMOS data has a poorer spectral resolution (FWHM ≃ 100 km s$^{-1}$ vs 80 km s$^{-1}$) and a shallower depth (see Table 4.2). The significantly smaller line width of C1 component measured in the GMOS data is thus most likely due to that the decomposition of the emission line profile is less constrained in the GMOS data. Therefore, for this target, we adopt the KCWI-based line width measurements of the C1 components as the fiducial values in our analysis instead.
Figure 4.4: Median velocity ($v_{50}$) maps (in units of km s$^{-1}$) for the velocity components of [O III] λ5007 emission showing evidence of outflows in the seven targets with detected outflows. An overview of these outflow components is presented in Section 4.1 and the detailed analyses of these components in individual targets are presented in Appendix C.1. The name of the target and the corresponding velocity component is noted at the bottom of each panel: The components showing strong evidence for outflows are labelled in black and marked with asterisks, whereas those with relatively more uncertain origins are labelled in red, as stated in Section 4.4.1 and discussed in detail in the Appendix C.1. The color scale of each panel is set to be the same as that of the corresponding target-specific map in Appendix C.1, except for those of the C2 and C1 components of J0842+03, where the color scales are centered on 0 km s$^{-1}$ instead. The black cross in each panel denotes the spaxel where the peak of the total [O III] λ5007 emission line flux falls.
Figure 4.5: Same as Fig. 4.4 but for line width $W_{80}$ (in units of km s$^{-1}$).
following discussion of the outflows, except when mentioned explicitly.

The kinematic properties of the outflows in these seven targets span a relatively large range in terms of line width and median velocities. Quantitatively, the maxima of $W_{80}$ range from $\sim 220$ km s$^{-1}$ to $\sim 1200$ km s$^{-1}$, and the minima of $v_{50}$ range from $\sim 30$ km s$^{-1}$ to $\sim -240$ km s$^{-1}$ based on our IFU data. The apparent morphology of these outflow-tracing components are in general symmetric with respect to the galaxy center, except for J0100$-$01 and J1009$+$26, which show bi-conical morphology in projection. In addition, significant non-radial velocity gradients/structures are also seen for the outflow components of targets J0811$+23$ and J0842$+03$, as well as the C2 components of targets J0954$+47$ and J1005$+12$. (see Fig. 4.4 and 4.5 for snapshots of the $v_{50}$ and $W_{80}$ maps of these components; see Appendix C.1 for additional target-specific flux and kinematic maps).

4.4.2 Spatial Extents of the Outflows

A key question is whether the outflows detected in our targets are extended on galactic scale. As shown in Fig. C.1–C.28 of Appendix C.1 and discussed in this Appendix, the analysis of the IFS data has revealed spatially resolved structures in the velocity fields of the outflow components, as well as excess flux relative to the PSF, in J0100$-$01, J0811$+23$, J0842$+03$, and J1009$+26$, strongly suggesting that the outflows in these galaxies are spatially resolved. Similarly, the C2 components in J0906$+56$, J0954$+47$, and J1005$+12$, and the C1 component in J0842$+03$ are also probably spatially resolved. However, the results of our analysis are inconclusive for the C3 components of J0906$+56$, J0954$+47$, and J1005$+12$.

An independent constraint on the spatial extent of the outflow components in J0906$+56$,
J0954+47, and J1005+12 may be derived from a more formal deconvolution of the data cubes. For this, we follow a procedure explained in detail below, which is a simplified version of the deconvolution scheme introduced in Rupke et al. [2017]. First, we assume that the flux in the spaxel with the peak emission line flux (a 0.2′′ × 0.2′′ box for the GMOS data and a 0.15′′ × 0.15′′ one for the KCWI data) is dominated by AGN emission. The spectrum from this spaxel is treated as an AGN emission template from a point source. Next, we fit each spaxel $n$ with this AGN template + smooth exponential continuum functions + host emission lines, according to:

$$I_{total}^n = C_{AGN} I_{AGN}^n + I_{exp,continuum}^n + I_{emission}^n$$  \hspace{1cm} (4.1)$$

The scaling factor $C_{AGN}$ for the AGN emission template and the exponential continuum functions in the equation are each the sum of four exponentials, so eq. (1) can be re-written as:

$$I_{total}^n = \sum_{i=1}^{4} I_i^n I_{AGN}^n + \sum_{j=1}^{4} I_j + I_{emission}^n$$  \hspace{1cm} (4.2)$$

and the four exponentials are:

$$I_1^n = a_1^n e^{-b_1^n \langle \lambda \rangle}$$  \hspace{1cm} (4.3)$$

$$I_2^n = a_2^n e^{-b_2^n (1-\langle \lambda \rangle)}$$  \hspace{1cm} (4.4)$$
\[ I_3^n = a_3^n (1 - e^{-b_3^n \langle \lambda \rangle}) \] (4.5)

\[ I_4^n = a_4^n (1 - e^{-b_4^n (1 - \langle \lambda \rangle)}) \] (4.6)

where \( a_i^n \geq 0; \ b_i^n \geq 0; \ \langle \lambda \rangle = \frac{\lambda - \lambda_{\min}}{\lambda_{\max} - \lambda_{\min}}; \) and \([\lambda_{\min}, \lambda_{\max}]\) is the fit range. These exponentials are adopted because they are monotonic and are positive-definite. The four exponentials allow for all combinations of concave/convex and monotonically increasing/decreasing. We have not used stellar templates in the fits above, since the stellar absorption features are not strong enough in individual spaxels to constrain the extra free parameters and the fits become divergent.

The host emission lines are modeled with a maximum of two Gaussian components. The fits are iterative. In step 1), the cores of the emission lines are masked and the continuum is fit with the AGN template + exponential continuum terms. In step 2), the best-fit model from step 1) is subtracted from the original spectrum, and the emission lines are fit. In 3), the best-fit emission line models are used to determine a better emission line mask window in the continuum fit, and then steps 1) through 3) are repeated until the best-fit results are stable.

The results of this analysis on J0906+56, J0954+47, and J1005+12 indicate 1) clear evidence for spatially extended narrow line emission originating on the scale of the host galaxy in all three targets; 2) blueshifted, broad line emission with a S/N of \( \sim 3-8 \) tracing the outflows in the host galaxy in the spatially-stacked spectra for all three targets. The line widths of these components fall in between those of the C3 and C2 components in these targets; 3) but inconclusive (S/N \( \lesssim 2 \) in general) evidence for spatially resolved line emission from the outflow components. The same analysis conducted on the other four targets confirms the presence of spatially resolved,
blueshifted and/or redshifted velocity components from the host galaxy, corresponding to the outflow components detected in our more detailed kinematic analysis (Appendix C.1).

Before concluding this section, it is important to repeat that the PSF deconvolution scheme described here relies on the assumption that the spectra used as AGN templates for these targets are indeed pure AGN emission (and thus from an unresolved point source). While the line ratios measured from these spectra fall in the AGN region in the BPT/VO87 diagrams (for the GMOS data of J0906+56) or the [O II]/[O III] vs [O III]/Hβ diagram (for the KCWI data), there are reasons to believe that emission from the host galaxies themselves still contributes significantly to the spectra. First and foremost, weak to moderate (S/N ≃ 2–9) Mg I b absorption features of stellar origin are detected in these spectra. In addition, we carried out a separate, power-law continuum + stellar templates fit to the continuum emission of these spectra (in the ranges of ∼5000–7000 Å for the GMOS data, and ∼3600–5500 Å for the KCWI data). An AGN-like power-law continuum component is not formally needed in the best-fit results. Our PSF deconvolution procedure thus almost certainly overestimates (underestimates) the contribution from the unresolved AGN emission (resolved host emission), so the S/N of the spatially resolved outflow emission in J0906+56, J0954+47, and J1005+12 obtained above should therefore be considered conservative lower limits.

4.4.3 Outflow Ionization: AGN or Shocks?

The line ratio maps and spatially resolved BPT and VO87 diagrams for J0842+03 and J0906+56 (Figs. C.13 – C.14 and Figs. C.18 – C.19 in Appendix C.1, respectively) suggest that the outflows in our targets are largely photoionized by the AGN. Here we examine further the
Figure 4.6: [O III]/Hβ vs [S II]/Hα for the C2 (black) and C1 (gray) components of J0842+03, compared with AGN (left), shock (middle) and shock+precursor (right) models. The grids of the AGN models are color-coded by the power-law indices and ionization parameters of the AGN, and those of the shock and shock+precursor models are color-coded by the values of magnetic parameter $b$ and shock velocity $v_{\text{shock}}$. See Section 4.4.3 for more details on these model parameters. In all three panels, the black, solid lines are the theoretical line separating AGN (above right) and star-forming galaxies (below left) from Kewley et al. [2001]. The black, dashed lines are the theoretical line separating the Seyferts (above left) and LINERs (below right) defined in Kewley et al. [2006].

Figure 4.7: Same as Fig. 4.6 but for the C3 (black) and C2 (gray) components of J0906+56.

Figure 4.8: [S II]/Hα ratios versus gas velocity dispersions for the outflow components in J0842+03 (top) and J0906+56 (bottom) based on the GMOS data.
Figure 4.9: [O II]/[O III] vs [O III]/Hβ for the outflow components of all seven targets (1st row: C2 component in J0100−01, C1 component in J0811+23, C2 and C1 components in J0842+03, as well as C3 and C2 components in J0906+56; 2nd row: C3 and C2 components in J0954+47 and J1005+12, as well as C2 component in J1009+26) based on the KCWI data, compared with AGN (left column), shock (middle column) and shock+precursor (right column) models (gray-scale model grids). The median values of the errors of the data points are noted by the black crosses on the top right corners. For the AGN models, the constant power-law indices of the AGN are drawn in solid lines and the constant ionization parameters are drawn in dashed lines. For the shock and shock+precursor models, the constant magnetic parameters $b$ are drawn in dashed lines, and the constant shock velocities $v_{\text{shock}}$ are drawn in solid lines. The red, solid lines represent the approximate upper boundary of line ratios that can be generated by star-forming activity, based on the Starburst99 models with continuous star formation history from Levesque et al. [2010]. See Section 4.4.3 for more details on the model parameters.
Figure 4.10: $\text{[O III]}/\text{H} \beta$ ratios versus gas velocity dispersions for the outflowing gas in all seven targets (The results are split into two panels for a better view of the data points) with detected outflows based on the KCWI data. The median values of the errors of the data points are shown as the black crosses in the top-right corners.

evidence that supports this statement. In particular, we examine the possibility that fast shocks caused by the interaction of the outflows with the surrounding ISM may contribute, or even dominate, the heating and ionization of the outflowing gas. Shock excitation is a telltale sign of fast starburst-driven winds [Veilleux and Rupke, 2002, Sharp and Bland-Hawthorn, 2010], and has also been suspected in a few AGN-driven outflows [e.g. Hinkle et al., 2019].

First, we compare the BPT and VO87 line ratios measured in the clear outflow components, C2 and C1 components in J0842+03 and C3 and C2 components in J0906+56, to those of typical AGN models [Groves et al., 2004] and shock models [Allen et al., 2008] extracted from the ITERA library [Groves and Allen, 2010]. For the AGN models, the free parameters are the gas number density, the metallicity, the photon index of the AGN continuum, $\alpha$, and the ionization parameter $U$, where $U \equiv n_{\text{ion}}/n_e$, where $n_{\text{ion}}$ is the density of ionizing photons and $n_e$ is the electron density. We find that the line ratios probed by our data are not sensitive to the gas number density in the range (100–1000 cm$^{-3}$) relevant to our targets. We further compared
the AGN models with metallicity of $0.5 \times$ solar and solar to the data, and conclude that the one with solar metallicity is a better match to the data. Therefore, the gas number density and metallicity of the AGN model grids are fixed at 1000 cm$^{-3}$ and solar values in our following model comparison, respectively. For the shock models, we consider two types of models, one where only the ionization from the shock itself is considered (called shock model hereafter), and one where the ionization is caused by both the shock and the precursor region ahead of the shock front (called shock+precursor model hereafter). The free parameters for both sets of models are the pre-shock particle number density $n$, the metallicity, the shock velocity $v_{\text{shock}}$, and the magnetic parameter $b \equiv \log(B/n^{1/2}/(1 \mu G cm^{3/2}))$ (where $B$ is the transverse magnetic field). We have fixed the pre-shock particle number density $n$ to 1000 cm$^{-3}$ and the metallicity to solar value, which follows the same set-up as that for the AGN models. The full extent of the line ratio predictions from the shock and shock+precursor models with other density and metallicity settings is mostly covered by the model grids we adopt here, and they are thus omitted from the discussion below.

The results for the $[\text{O III}]/H\beta$ vs $[\text{S II}]/H\alpha$ diagram are shown in Fig. 4.6 for J0842+03 and Fig. 4.7 for J0906+56, where the comparison with the AGN, shocks, and shock+precursor models are displayed in the left, middle, and right panels, respectively. The results for the other two VO87 diagnostic diagrams, $[\text{O III}]/H\beta$ vs $[\text{N II}]/H\alpha$ and $[\text{O III}]/H\beta$ vs $[\text{O I}]/H\alpha$, are in general similar to those from the $[\text{O III}]/H\beta$ vs $[\text{S II}]/H\alpha$ diagram in terms of how well the data and the models match with each other. They are thus omitted in the following discussion.

For the C2 component of J0842+03, the AGN models match the observed line ratios with $-3.5 \lesssim \log(U) \lesssim -2$ and $-2 \lesssim \alpha \lesssim -1.2$. The shock models can reproduce the majority of the observed line ratios with relatively large $b$ parameters ($\gtrsim 1.5$) and small shock velocities.
($\lesssim 700 \text{ km s}^{-1}$). As for the shock + precursor models, either the observed [O III]/H$\beta$ ratios or the [S II]/H$\alpha$ ratios are systematically lower than the model predictions, by $\sim 0.3$ dex on average. For the C1 component, most of the data points lie in, or close to the region for the star-forming galaxies in the diagram. This is consistent with their systematically lower [O III]/H$\beta$ ratios compared to the AGN models. However, the shock and shock + precursor models are apparently better matches to the line ratios of the C1 component.

For J0906+56, the observed [O III]/H$\beta$ and [S II]/H$\alpha$ ratios can be mostly reproduced by AGN models with ionization parameters in the range of $-3 \lesssim \log(U) \lesssim -1$ and photon indices in the full range provided by the model grids ($-2 < \alpha < -1.2$). However, either the observed [O III]/H$\beta$ ratios or the [S II]/H$\alpha$ ratios are systematically larger than the predictions of shock models by at least $\sim 0.3$ dex, contrary to the case for J0842+03. This discrepancy becomes larger as the shock velocity increases. Once the ionization from the precursor region is considered, the model predictions match the observed line ratios almost as well as the AGN models, although the data have few constraints on the shock velocity and the $b$ parameters. As for the C2 component, the AGN models still match the data relatively well, except that $\sim 1/3$ of the data points show slightly higher [O III]/H$\beta$ ratios. The shock models with relatively high $b$ parameter ($\gtrsim 1$) are also a good match to the data. Finally, the shock + precursor models have some trouble explaining $\sim 1/2$ of the data points with lower [O III]/H$\beta$ ratios.

Overall, the AGN models more easily reproduce the observed [O III]/H$\beta$ and [S II]/H$\alpha$ ratios of the C2 component in J0842+03 and C3 component in J0906+56. The shock models generate line ratios consistent with observations for J0842+03 but not for J0906+56, while the shock + precursor models match the observations for J0906+56 but not for J0842+03. As for the C1 component in J0842+03, the AGN models are a worse match to the data, which agrees
with the expectation that it is contaminated by emission from the host galaxy, as discussed in Appendix C.1.4. Nevertheless, the AGN and shock models can both explain the line ratios of the C2 component in J0906+56 apparently.

Second, as shown in Fig. 4.8, there is no positive correlation between the emission line widths (σ_{gas}) and the [S II]/Hα line ratios for the individual outflow components of targets J0842+03 and J0906+56, contrary to theoretical predictions [e.g., Allen et al., 2008] and what is usually found in systems where shocks are the dominant source of ionization [e.g. Veilleux et al., 1995, Allen et al., 1999, Sharp and Bland-Hawthorn, 2010, Rich et al., 2011, 2012, 2014, Ho et al., 2014]. This conclusion still holds even when we consider the two outflow components together in each target. Overall, these results suggest that shock ionization is not important in J0842+03 and J0906+56. The outflowing gas in these two objects thus appears to be primarily photoionized by the AGN.

For the other targets, where only KCWI data are available, the [N II] λ6548, 6583, [S II] λλ6716, 6731, [O I] λ6300, and Hα emission lines are not covered by the data, so we cannot directly compare the results with model predictions in the BPT and VO87 diagrams. Instead, we compare the KCWI data-based line ratios of the outflow components with model predictions in the [O II]/[O III] vs [O III]/Hβ diagrams as shown in Fig. 4.9. The emission line fluxes are extinction corrected in the same way as stated in Section 4.3.4. The same AGN, shock, and shock+precursor models as those shown in Fig. 4.6 and Fig. 4.7 are adopted in this analysis. Additionally, we plot the approximate upper boundary of line ratios predicted by a set of star-forming galaxy models from Levesque et al. [2010] as a red solid line in Fig. 4.9. Excluding the outflow components with possible contribution from non-outflowing gas (i.e., C2 components in J0906+56, J0954+47, and J1005+12, as well as C1 component in J0842+03), the results
suggest that: (1) the star-forming models cannot reproduce the observed line ratios of the outflowing gas in the targets, therefore indicating that massive young stars are not the dominant ionization source in the outflowing gas; (2) the predictions from the shock models can match the observed line ratios of the outflowing gas relatively well, although the models may not be able to explain the observed data with the highest \([\text{O III}]/\text{H}\beta\) ratios and lowest \([\text{O II}]/[\text{O III}]\) ratios; (3) the AGN and shock+precursor models can explain the observed line ratios equally well and are both slightly better matches to the observations than the shock models. Moreover, the C2 component of J0906+56 and the C1 component of J0842+03 have lower \([\text{O II}]/[\text{O III}]\) ratios than the predictions of all three model sets in general, and the C2 component of J0954+47 have lower \([\text{O III}]/\text{H}\beta\) ratios than those of the AGN models. These results are consistent with our conclusions in Appendix C.1.4, C.1.5, and C.1.6 that these outflow components are partially contaminated by emission from non-outflowing gas.

Next, we have examined the \([\text{O III}]/\text{H}\beta\) line ratios vs the emission line widths \((\sigma_{\text{gas}})\) based on the KCWI data for all seven targets with detected outflows in Fig. 4.10. To the first order, one would expect a positive correlation between the \([\text{O III}]/\text{H}\beta\) line ratios and gas velocity dispersions [e.g., see Fig. 16 & 17 in Allen et al., 2008]. However, no such clear correlation is seen in our data, which is a similar conclusion to that derived from the \([\text{S II}]/\text{H}\alpha\) ratios. In addition, for the C2 components in both J0100–01 and J1009+26, their observed line widths are significantly smaller (by \(\sim 300–400 \text{ km s}^{-1}\) on average) than the shock velocities predicted by the shock and shock+precursor models shown in the middle and right columns of Fig. 4.9. This is apparently contradictory to the expectation that the emission line velocity dispersion reflects the shock velocity when the shocks dominate the ionization of the gas. These results again suggest that shock ionization is not important in our targets.
Overall, our analysis indicates that AGN is most likely the dominant source of ionization for the outflows in our targets.

4.4.4 Electron Densities of the Outflows

The electron density, \( n_e \), in the ionized gas may be derived from the \([\text{S} \, \text{II}] \, \lambda 6716/[\text{S} \, \text{II}] \, \lambda 6731\) ratios or \([\text{O} \, \text{II}] \, \lambda 3726/[\text{O} \, \text{II}] \, \lambda 3729\) ratios, following well-established calibrations [e.g., Sanders et al., 2016].

For the two targets in our sample with GMOS observations, the spatially-resolved electron density maps derived from the flux ratios of the total \([\text{S} \, \text{II}] \, \lambda \lambda 6716, 6731\) line emission show possible radial trends of decreasing electron density outwards, but the errors on \( n_e \) are too large to draw robust (>5\( \sigma \)) conclusions. For the other targets, the electron density maps derived from the \([\text{O} \, \text{II}] \, \lambda 3726/[\text{O} \, \text{II}] \, \lambda 3729\) ratios from the KCWI data are even more noisy, which again prevent us from determining the radial trend of the electron densities. Consequently, the electron densities in individual velocity components cannot be measured reliably based on the spatially-resolved maps in these systems.

To check further the possible difference of \([\text{S} \, \text{II}]\)-based electron densities among different velocity components, we then turn to use the spectra spatially integrated over the whole GMOS data cubes for targets J0842+03 and J0906+56, and the Keck/LRIS spectra for the other targets\(^6\). However, for most of our targets, the measured electron densities of the outflow components still show large uncertainties and thus no useful information of the electron density contrast among individual velocity components can be obtained from our data. The only exceptions are J0842+03

\(^6\)Notice that for the Keck/LRIS data, the emission line profiles are fit with two Gaussian components as described in Manzano-King et al. [2019], and here the outflow components in J0100−01, J0811+23, J0954+47, J1005+12, and J1009+26 refer to the broad components from their best fits.
and J1005+12, where no clear differences in electron densities are seen among individual velocity components. In the discussion below, we thus adopt the electron densities measured from the \([\text{S} \text{ II}] \lambda 6716/\text{[S} \text{ II}] \lambda 6731\) ratios based on the total line flux in each object as the electron densities for the outflowing gas (see Table 4.4).

### 4.4.5 Dust Extinction of the Outflows

From the GMOS data of J0842+03 and J0906+56, we find that the clearly outflowing line-emitting material (the C2 component in J0842+03 and the C3 component in J0906+56) has \(\text{H} \alpha/\text{H} \beta\) ratios that are higher than the intrinsic values of typical H II regions or AGN narrow line region [2.87 and 3.1, respectively; Osterbrock and Ferland, 2006], suggesting dust extinction affects the line emission of the outflows in these objects. Adopting the extinction curve from Cardelli et al. [1989b] with \(R_V = 3.1\), the derived extinction values, \(A_V\), measured from the spectra integrated over the whole data cube, are on the order of 1 mag. For comparison, the other velocity components in these two targets show slightly smaller \(A_V\) by \(\sim 0.2\) magnitude on average. A more detailed look at the spatially-resolved \(A_V\) maps of the outflow components reveals possible radial trends of decreasing \(A_V\) at larger radii in both targets. As for the other targets observed with KCWI, the outflow components in \(\text{H} \gamma\) are in general too faint to allow us to draw robust conclusions.

### 4.4.6 Comparison with the Keck/LRIS Data

The fast outflows in our targets were initially discovered by Manzano-King et al. [2019] based on Keck/LRIS long-slit data. The properties of the outflows measured from these long-slit
data are in broad agreement with those reported here.

The column (10) in Table 4.2 lists the 5-$\sigma$ detection limits of an [O III] $\lambda$5007 emission line with FWHM of 1000 km s$^{-1}$ in the GMOS and KCWI data. Excluding the shallower observation of J0100$-$01, these detection limits are in general comparable to those of the Keck/LRIS data, which are in the range of $\sim$1–3 x 10$^{-17}$ erg cm$^{-2}$ s$^{-1}$ arcsec$^{-2}$.

In J0100$-$01, J0842$+$03, J0906$+$56, J0954$+$47, and J1005$+$12 (GMOS data and KCWI data with small slicer setup), the kinematic properties of the outflows ($v_{50}$ and $W_{80}$) measured from these three data sets are similar, but the better spectral resolutions of the GMOS and KCWI IFS data compared with the LRIS data$^7$ reveal more details in the shapes of the emission line profiles in J0906$+$56, J0954$+$47, and J1005$+$12, where three Gaussian components are required to adequately describe the line profiles. The spatial extents of the outflows are broadly consistent with each other after taking into account the sensitivity of the various data sets.

In J0811$+$23 and J1009$+$26 (KCWI data with the medium and small slicer setup, respectively), blueshifted [O III] $\lambda$5007 velocity components are detected in both the Keck/LRIS and KCWI data sets, although they are narrower (by a factor of $\sim$3 on average) and show smaller blueshifts (by a factor of $\sim$4 on average) in the KCWI data when compared to those in the Keck/LRIS data. As for J0840$+$18 (KCWI data with medium slicer setup), a very faint ($\sim$2 x 10$^{-17}$ erg cm$^{-2}$ s$^{-1}$ arcsec$^{-2}$), broad ($W_{80} \simeq$ 1600 km s$^{-1}$), and redshifted ($v_{50} \simeq$ 150 km s$^{-1}$) velocity component is reported in the Keck/LRIS data, but it is not detected in the KCWI data. The origin of this apparent discrepancy is not clear although the slightly coarser spectral resolution of LRIS might make it more capable of detecting such a broad feature.

$^7$Recall that FWHM $\simeq$ 100 km s$^{-1}$ at 4610 Å for GMOS, $\simeq$ 80 km s$^{-1}$ at 4550 Å for the small-slicer setup of KCWI, and $\simeq$ 190 km s$^{-1}$ for Keck/LRIS [Manzano-King et al., 2019].
4.5 Discussion

4.5.1 Energetics of the Outflows

The ionized gas mass of the outflows can be calculated based on either the [O III] λλ4959, 5007 line luminosity or the Balmer line (Hα or Hβ) luminosity of the outflowing, line-emitting gas. We have compared the ionized gas mass of the outflows based on these emission lines, and find that the [O III]-based values are systematically smaller than the Hα or Hβ-based values by \( \sim 0.2 \) dex on average, assuming solar metallicity and following equation (29) in Veilleux et al. [2020] (If we assume instead a 0.5×solar metallicity, the average difference increases to \( \sim 0.5 \) dex). This difference may be caused by the uncertainties on the ionization fraction correction (which is assumed to be unity in the previous calculation) and gas-phase metallicity that is assumed in the [O III]-based ionized gas mass. In order to avoid introducing such uncertainties into our results, the best global fits (Section 4.3.2.2) to the Hα (GMOS data) and Hβ (KCWI data) line emission are thus used to calculate the energetics of the outflows in the following discussion. From Osterbrock and Ferland [2006] and assuming case B recombination with \( T = 10^4 \) K, we have

\[
M_{\text{out}} = 4.48 \, M_\odot \left( \frac{L_{\text{H}\alpha,\text{corr}}}{10^{35} \text{ erg s}^{-1}} \right) \left( \frac{<n_e>}{100 \text{ cm}^{-3}} \right)^{-1} \tag{4.7}
\]

where \( L_{\text{H}\alpha,\text{corr}} \) is the extinction-corrected Hα luminosity using the measured Balmer decrement from the total emission line fluxes of the spatially-integrated spectra and adopting an intrinsic
Hα/Hβ ratio of 2.87, appropriate for Case B recombination [Osterbrock and Ferland, 2006], and the Cardelli et al. [1989b] extinction curve with RV = 3.1. For the KCWI data sets, where Hα was not observed, we instead use the extinction-corrected Hβ luminosity LHβ,corr and then convert it to LHα,corr using LHα,corr = 2.87 LHβ,corr as above.

The calculations of the mass, momentum, and kinetic energy outflow rates depend on the spatial extent of the outflows. As discussed in Section 4.4.2, while the outflows in J0100−01, J0811+23, J0842+03, and J1009+26 are spatially resolved in the IFS data, our analysis of the IFS data on J0906+56, J0954+47, and J1005+12 does not provide a conclusive outflow size in these objects. For the later, we thus calculate the energetics of the outflows in both scenarios, one where the outflows are spatially resolved and one where they are not.

As presented in Section 4.4.1, while the outflows are mainly traced by the broadest/most blueshifted velocity components (C3 in J0906+56, J0954+47, J1005+12, C2 in J0100−01, J0842+03, J1009+26, and C1 in J0811+23) in the seven targets with detected outflows, the C2 components in J0906+56, J0954+47, and J1005+12, as well as the C1 component in J0842+03 may also trace significant portion of the outflowing gas in these systems. In the following calculations of the outflow energetics, we thus consider not only the primary outflow components of each target (C3 in J0906+56, J0954+47, J1005+12, C2 in J0100−01, J0842+03, J1009+26, and C1 in J0811+23), but also the C2 components in J0906+56, J0954+47, and J1005+12, as well as the C1 component in J0842+03, recording their results separately.
4.5.1.1 Spatially Resolved Outflows

We begin with the scenario where the detected outflows are spatially resolved. The mass, momentum, and kinetic energy outflow rates are calculated using a time-averaged, thin-shell, free wind model [e.g. Shih and Rupke, 2010, Rupke and Veilleux, 2013b], where the outflow is spherically-symmetric with a radius $R_{\text{out}}$ in 3D space.

Specifically, the energetics are calculated by summing up quantities over individual spaxels:

\[
dM/dt = \sum dm/dt = \sum \frac{m_{\text{out}} v_{50,\text{out}} \sec \theta}{R_{\text{out}}} \tag{4.8}\n\]

\[
dp/dt = \sum (v_{50,\text{out}} \sec \theta) dm/dt \tag{4.9}\n\]

\[
dE/dt = \frac{1}{2} \sum [(v_{50,\text{out}} \sec \theta)^2 + 3\sigma_{\text{out}}^2] dm/dt \tag{4.10}\n\]

where $m_{\text{out}}$, $v_{50,\text{out}}$, $\sigma_{\text{out}}$ respectively are the ionized gas mass, absolute value of $v_{50}$, and velocity dispersion ($= W_{80}/2.563$) measured from the outflow components within individual spaxels. In these expressions, $\theta = \sin^{-1}(r_{\text{spaxel}}/R_{\text{out}})$, the angle between the velocity vector of the outflow in 3D space and the line-of-sight. $R_{\text{out}}$, again, is the radius of the spherically-symmetric outflow in 3D space, and is calculated as the maximum extent that the outflow components are detected (S/N of the outflow component of [O III] $\lambda$5007 emission $> 2$) in the sky plane plus half spaxel,
converted to an equivalent physical distance. The half spaxel is added artificially since a spherical outflow is formally travelling perpendicular to the line-of-sight at the maximum radius \( R_{\text{out}} \) (i.e., the \( v_{50,\text{out}} \) will be 0), and thus no outflow signal can be detected. \( r_{\text{spaxel}} \) is the projected distance on the sky of a given spaxel with respect to the spaxel with peak outflow flux. In the calculations above, we exclude the spaxels with emission line flux that fall in the lowest 5% of the full flux range. It should be emphasized that we adopt the \([\text{O III}]-based \) \( R_{\text{out}} \) in the calculation instead of the Balmer-line-based values, which are in general smaller when measured through the fainter \( \text{H}\beta \) feature. The mass, momentum, and kinetic energy outflow rates scale as \( R_{\text{out}}^{-1} \) in the above equations and would thus be higher if the \( \text{H}\beta \)-based \( R_{\text{out}} \) were used in the calculations.

The electron densities used in the above equations are measured from the \([\text{S II}] \lambda 6716/\lambda 6731 \) ratios, following the conversion presented in Sanders et al. [2016]. As discussed in details in Section 4.4.4, the \([\text{S II}] \lambda 6716/\lambda 6731 \) ratios are calculated using the total line fluxes from the spatially-integrated GMOS spectra or the Keck/LRIS spectra for the other targets without GMOS observations (see Table 4.4). Neither the \([\text{S II}] \lambda 6716/\lambda 6731 \) ratios of individual spaxels nor the \([\text{S II}] \lambda 6716/\lambda 6731 \) ratios of the outflow components could be used due to their large uncertainties.

We multiply the energetics by a factor of two to account for the far side of the outflow that is blocked by the galaxy, except for the C2 component of J0906+56, which is purely redshifted and likely represents the back side of the outflow traced by the C3 component (see discussion in Appendix C.1.5.1). The results of the calculations are listed in Table 4.4.

It is important to point out that the geometries of the outflows in J0100−01 and J1009+26 may deviate significantly from the spherically-symmetric wind model adopted in the calculations, given the apparent biconical morphologies of the outflows on the sky plane. Nevertheless,
if we assume a biconical geometry [e.g., bipolar super-bubble as adopted in Rupke and Veilleux, 2013b] for the outflows in these targets, the estimated change in the mass, momentum and kinetic energy outflow rates are comparable to the errors listed in Table 4.4. This may also be true for the C2 components in J0954+47 and J1005+12, if their apparent biconical/asymmetric morphologies on the sky plane arise from the geometry of the outflowing gas.

4.5.1.2 Spatially Unresolved Outflows

If instead the outflows are unresolved by the IFS data, the total mass of the outflowing gas remains unchanged, but the time-averaged mass, momentum, and kinetic energy outflow rates are affected since they depend inversely on the size of the outflows. As discussed above, the C3 components of J0906+56, J0954+47, and J1005+12 and the C2 component of J0906+56 may be spatially unresolved. In this scenario, we adopt \( \frac{1}{2} \times \text{FWHM(PSF)} \) as a conservative upper limit to the true outflow radius \( R_{out,ur} \), and get:

\[
\frac{dM}{dt} = \frac{M_{out,tot}v_{out,tot}}{R_{out,ur}} \quad (4.11)
\]

\[
\frac{dp}{dt} = v_{out,tot}\frac{dM}{dt} \quad (4.12)
\]

\[
\frac{dE}{dt} = \frac{1}{2}(v_{50, out}^2 + 3\sigma_{out}^2)\frac{dM}{dt} \quad (4.13)
\]
Table 4.4. Energetics of the Outflows

<table>
<thead>
<tr>
<th>Name</th>
<th>Comp.</th>
<th>Data Set</th>
<th>(n_e (\text{cm}^{-3}))</th>
<th>(\log(M/\text{M}_\odot))</th>
<th>(R_{\text{out}} (\text{kpc}))</th>
<th>(R_{\text{out}} (\text{kpc}))</th>
<th>(\log(\frac{dM}{dt}/\text{M}_\odot \text{yr}^{-1}))</th>
<th>(\log(\frac{dE}{dt}/\text{erg s}^{-1}))</th>
<th>(\log(\frac{dE}{dt}/\text{L}_\odot \text{yr}^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>J0000-01</td>
<td>C2</td>
<td>KCWI</td>
<td>0.5</td>
<td>2.1</td>
<td>3.0</td>
<td>4.0</td>
<td>-0.3</td>
<td>0.3</td>
<td>0.2</td>
</tr>
<tr>
<td>J0011+23</td>
<td>C1</td>
<td>KCWI</td>
<td>5.0</td>
<td>3.0</td>
<td>4.0</td>
<td>4.0</td>
<td>-0.3</td>
<td>0.3</td>
<td>0.2</td>
</tr>
<tr>
<td>J0042+03</td>
<td>C2</td>
<td>GMOS</td>
<td>5.0</td>
<td>3.0</td>
<td>4.0</td>
<td>4.0</td>
<td>-0.3</td>
<td>0.3</td>
<td>0.2</td>
</tr>
<tr>
<td>J0096+56</td>
<td>C3</td>
<td>GMOS</td>
<td>5.0</td>
<td>3.0</td>
<td>4.0</td>
<td>4.0</td>
<td>-0.3</td>
<td>0.3</td>
<td>0.2</td>
</tr>
<tr>
<td>J0954+47</td>
<td>C2</td>
<td>KCWI</td>
<td>5.0</td>
<td>3.0</td>
<td>4.0</td>
<td>4.0</td>
<td>-0.3</td>
<td>0.3</td>
<td>0.2</td>
</tr>
<tr>
<td>J1005+12</td>
<td>C2</td>
<td>KCWI</td>
<td>5.0</td>
<td>3.0</td>
<td>4.0</td>
<td>4.0</td>
<td>-0.3</td>
<td>0.3</td>
<td>0.2</td>
</tr>
<tr>
<td>J1009+26</td>
<td>C2</td>
<td>KCWI</td>
<td>5.0</td>
<td>3.0</td>
<td>4.0</td>
<td>4.0</td>
<td>-0.3</td>
<td>0.3</td>
<td>0.2</td>
</tr>
</tbody>
</table>

Note: — Column (1): Short name of the target; Column (2): Individual outflow component from the best fit; Column (3): Instrument used for the observations; Column (4): Electron density measured from the \([\text{S}\text{II}]\) component; Column (5): Mass outflow rate; Column (6): Outflow radius adopted in the calculation of mass, momentum and kinetic energy outflow rates when the outflows are spatially resolved; Column (7): Outflow radius adopted in the calculation of mass, momentum and kinetic energy outflow rates when the outflows are spatially unresolved; Column (8): Ionized gas mass outflow rate of the corresponding outflow component; Column (9): Same as in Column (8) but with the assumption that the outflow is spatially unresolved; Column (10): Ionized gas mass outflow rate of the corresponding outflow component when the outflow is spatially unresolved; Column (11): Same as in Column (10) but with the assumption that the outflow is spatially unresolved; Column (12): Ionized gas momentum outflow rate of the corresponding velocity component when the outflow is spatially resolved; Column (13): Same as in Column (12) but with the assumption that the outflow is spatially unresolved.
Here, $M_{\text{out, tot}}$ is the total mass of the outflowing gas, and $R_{\text{out, ur}}$ is the upper limit on the radius of the outflow. The quantities $v_{50, \text{out}}$ and $\sigma_{\text{out}}$ are the median values of $v_{50}$ and $\sigma$ ($= W_{80}/2.563$) of the outflow components measured across the data cube (see Table 4.3). The adopted electron densities are the same as those in the spatially resolved scenario. The lower limits on the outflow rates obtained under these assumptions are listed in Table 4.4.

### 4.5.2 Comparison with More Luminous AGN

The most direct measure of the magnitude of an outflow is its velocity. Various definitions have been used in literature to represent outflow velocities [e.g., see a brief summary in Sec. 3.1 in Veilleux et al., 2020]. $W_{80}$ of the overall spatially integrated emission line profiles have been used as surrogates for characteristic outflow velocities in many studies [e.g. Liu et al., 2013a,b, Rodríguez Zaurín et al., 2013, Harrison et al., 2014, Zakamska and Greene, 2014]. In Fig. 4.11, the values of $W_{80}$ derived from the [O III] $\lambda$5007 line emission integrated over our data cubes and the [O III] $\lambda$5007 luminosities ($L_{[\text{O III}]}$) of our targets are compared with published values in low-z AGN and/or Ultraluminous Infrared Galaxies (ULIRGs) with strong outflows. Remarkably, four of our targets (J0842+03, J0906+56, J0954+47, and J1005+12) have $W_{80}$ that are comparable to those of AGN with $L_{[\text{O III}]}$ that are two orders of magnitude larger than those of our targets. However, in general, the data points suggest a positive correlation between [O III] $\lambda$5007 $W_{80}$ and luminosities, spanning 4 orders of magnitude in $L_{[\text{O III}]}$ and 1.5 orders of magnitude in $W_{80}$. This correlation simply implies that more powerful AGN provide more energy to drive faster outflows.

A more physically meaningful, albeit also more model-dependent, estimate of the impor-
Figure 4.11: [O III] $\lambda$5007 line widths $W_{80}$ vs [O III] $\lambda$5007 luminosities for the seven targets with detected outflows (red filled circles indicate the KCWI data and red open circles indicate the GMOS data of J0842+03 and J0906+56) as well as more luminous AGN and ULIRGs taken from the literature [black symbols; Liu et al., 2013a,b, Harrison et al., 2014, Rodríguez Zaurín et al., 2013], as indicated in the legend. All measurements refer to the total, spatially-integrated [O III] $\lambda$5007 line emission from each object. The typical errors of the measurements are similar to the size of the data points.
Figure 4.12: Ratios of the kinetic energy outflow rates, based on the KCWI data, to the AGN bolometric luminosities as a function of (left) the AGN bolometric luminosities and (right) H-band absolute magnitudes, for the seven targets with detected outflows in our sample (red circles) and lower limits (blue triangles) if the outflows in J0906+56, J0954+47, and J1005+12 are spatially unresolved (see Section 4.4.2 and 4.5.1.2). Here we have neglected the kinetic energy outflow rates calculated from the C2 components in J0906+56, J0954+47, J1005+12 and the C1 component in J0842+03 as their contributions are modest. Also plotted as a comparison are the values from a sample of $z < 0.3$ but more powerful type 1 quasars and nearby Seyfert galaxies from or collected by Rupke et al. [2017], as well as a sample of $z < 0.15$, AGN-dominated ULIRGs from Rose et al. [2018]. The absolute H-band magnitudes shown in the right panel are derived from the 2MASS [Skrutskie et al., 2006] H-band magnitudes taken from the IRSA/2MASS archive, except for those of the Type 1 quasars and three of the ULIRGs from Rose et al. [2018], which are the AGN-subtracted, host-only H-band magnitudes quoted from Veilleux et al. [2006, 2009a]. The estimated typical errors of the data points are noted as black crosses in the upper-right corners of both panels.
tance of an outflow is the kinetic energy outflow rate. In Fig. 4.12, the kinetic energy outflow rates of our targets (based on the KCWI data), normalized by their AGN luminosities (see Table 5.1), are compared with those of low-z Seyferts and type 1 quasars studied in Rupke et al. [2017], as well as those of the $z < 0.15$, AGN-dominated ULIRGs from Rose et al. [2018]. The results for the C2 components of J0906+56, J0954+47, and J1005+12, as well as the C1 component of J0842+03 are omitted in this analysis due to their relatively modest contribution, as they have on average ${\sim}1$ dex smaller $dE/dt$ than those of either the C3 or C2 components of these targets. The values shown in this figure assume the spatially-resolved scenario by default (red filled circles; see Section 4.5.1.1) for all of our sources. For J0906+56, J0954+47, and J1005+12, we also show the lower limits obtained by assuming that the outflow components are spatially unresolved (blue filled triangles). The measurements of J0842+03 and J0906+56 based on the GMOS data are also omitted as they have $dE/dt$ smaller than (but close to) those based on the KCWI data.

Compared with our targets, those Seyferts and quasars have both more powerful AGN (with higher median AGN luminosity by ${\sim}1$ to 3 orders of magnitude) and more massive host galaxies (with brighter median H-band absolute magnitudes by ${\sim}4$ to 5 mag.). Nevertheless, our targets have ratios of kinetic energy outflow rates to AGN luminosities that are comparable to those measured in the more luminous AGN. This result adds support to the idea that the outflows in the dwarf galaxies are scaled-down versions of the outflows in the more luminous AGN and are fun-

---

8The absolute H-band magnitudes of our targets and all other sources are derived from the 2MASS [Skrutskie et al., 2006] H-band magnitudes taken from the IRSA/2MASS archive [https://irsa.ipac.caltech.edu/cgi-bin/Gator/nph-scan?mission=irsasubmit=Select&projshort=2MASS, except for those of the Type I quasars and three of the ULIRGs from Rose et al. [2018], which are the AGN-subtracted, host-only H-band magnitudes quoted from Veilleux et al. [2006, 2009a]. While the H-band magnitudes of the Seyfert galaxies are not AGN-subtracted, the contribution from the AGN is probably not substantial: the H-band magnitudes of the Seyfert galaxies are close to the QSO-subtracted ones of the Type I quasars, which is consistent with the fact that the stellar velocity dispersions of the two samples are comparable when they are measured or recorded in Rupke et al. [2017].
damentally driven by the same AGN processes. We examine this issue in more detail in Section 4.5.3.

4.5.3 What Drives these Outflows: AGN or Starbursts?

The results from the previous sections favor AGN-related processes as the main driver of the detected outflows. First, the velocities of the outflows detected in our dwarf galaxies are often large. The maximum $W_{80}$ of outflow components in six targets exceed 600 km s$^{-1}$, including three that exceed 1000 km s$^{-1}$. If we adopt the definition of bulk outflow velocities $V_{\text{out}} = W_{80}/1.3$ as in some studies [e.g. Liu et al., 2013b, Harrison et al., 2014, where they assume spherically-symmetric or wide-angle bi-cone outflows], six out of the seven targets with detected outflows have outflow velocities $\gtrsim 500$ km s$^{-1}$. To put these numbers into perspective, a velocity of 500 km s$^{-1}$ is equivalent to an energy of 1 keV per particle, and is difficult to achieve with stellar processes [Fabian, 2012]. The high velocities of the outflows seen in most of our targets thus suggest that AGN plays an important role in driving these outflows.

Second, as shown in Fig. 4.12 and discussed in Section 4.5.2, the AGN are also powerful enough to drive the outflows in our targets. The ratios of kinetic energy outflow rates to bolometric AGN luminosities of our targets are in the range of $\sim 1 \times 10^{-5} – 2 \times 10^{-3}$. These ratios are far less than unity, and are within the range of values seen in other more luminous AGN, suggesting that the AGN are more than capable of driving these outflows.

The lower limits of the ionized gas mass entrainment efficiency $\eta$, defined as the ratio of ionized gas mass outflow rate over the star formation rate, are in the range of $\sim 0.1 – 0.8$, with a median of $\sim 0.3$ (the range and median are $\sim 0.1 – 0.6$ and $\sim 0.2$, respectively, if we exclude the
contributions from the C2 components in J0906+56, J0954+47, and J1005+12, and from the C1 component in J0842+03). Note that these are lower limits since our adopted SFR are upper limits (see Section 4.3.5). This is comparable to the average value (\(\sim 0.19\)) measured for the neutral outflows in low-redshift, AGN/starbursts-composite ULIRGs [Rupke et al., 2005c]. In the more luminous AGN, apparently higher \(\eta\) are reported in the literature. For example, \(\eta \simeq 6 - 20\) are reported for a sample of \(z < 0.2\) luminous type 2 AGN [Harrison et al., 2014]. Meanwhile, much lower \(\eta\) values, with a median of 0.8, are reported for a sample of type 1 quasars at \(z < 0.3\) in Rupke et al. [2017] once the quasar emission is subtracted and both the neutral and ionized phases of the outflows are considered. In their sample, the median value of \(\eta\) drops further to 0.03 when the ionized phase alone is considered. In short, the \(\eta\) measured in our targets fall in the wide range seen in various studies of outflows in more luminous AGN. In addition, if the outflows in J0906+56, J0954+47, and J1005+12 are spatially unresolved, then the lower limits of \(\eta\) can be as high as \(\sim 3\), uncomfortably high for starburst-driven outflows in the low-z universe [e.g. Arribas et al., 2014, where \(\eta < 1\) in general]. This is even more so if we also consider the possible contribution from the C2 components to the outflow energetics in these targets.

There is also circumstantial evidence against starburst driving of these outflows. Given the upper limits of SFR estimated from the [O II] \(\lambda\lambda 3726, 3729\) emission, all of the galaxies in our sample lie either slightly, or significantly, below the main sequence of star-forming galaxies in the low-z universe [e.g. Brinchmann et al., 2004], while the star formation-driven outflows are observed much more frequently in galaxies above the star formation main sequence [e.g. Heckman et al., 2015, Roberts-Borsani et al., 2020].

More quantitatively, we can examine if stellar processes are physically capable of driving the observed outflows. The typical kinetic energy output rate from core collapse supernovae is
\[ \sim 7 \times 10^{41} (\alpha_{SN}/0.02)(\dot{M}_*/M_\odot \text{ yr}^{-1}) \] [Veilleux et al., 2005a, 2020]. Adopting the SFR upper limits of our targets (Table 5.1), and assuming a constant supernovae rate of \( \alpha_{SN} = 0.02 \), the expected maximum kinetic energy output rates from core-collapse supernovae in our targets are in the range of \( \sim 7 \times 10^{39} - 5 \times 10^{41} \text{ erg s}^{-1} \), with a median of \( \sim 2 \times 10^{41} \text{ erg s}^{-1} \). These are \( \sim 6 - 720 \) times larger than the kinetic energy outflow rates based on the scenario that the outflows are spatially resolved. Stellar processes thus cannot be overlooked as a potential source of energy for these outflows.

However, it should be pointed out that we have only considered the warm ionized phase of the outflowing gas and adopted the energetics calculated in the spatially resolved scenario. If the outflows in J0906+56, J0954+47, and J1005+12 are spatially unresolved, the kinetic energy outflow rates may be comparable to, if not larger than, the kinetic energy output from the stellar process as estimated above. This argument is slightly stronger if we consider the contribution from the C2 components to the outflow energetics in these targets, too. Additionally, it is possible that a significant fraction of the energy is carried in a hot, thin gas phase instead, which has been predicted by recent simulations [e.g. Koudmani et al., 2019, 2020].

Overall, the outflows in our targets are likely driven by AGN, but we cannot formally rule out the possibility that star formation activity may also help in launching the outflows, as is often the case among low-z ULIRGs and luminous AGN [e.g. Rupke and Veilleux, 2013b, Harrison et al., 2014, Fluetsch et al., 2019]. More stringent constraints on the star formation rates of our targets need to be obtained before we can draw a more robust conclusion about the role of stellar processes in these outflows.
4.5.4 Does the Outflowing Gas Escape the Galaxies?

To help us evaluate the impact of these outflows on their host galaxies, it is interesting to examine the question of whether some of the outflowing gas is able to escape the host galaxy. This requires comparing the kinematics of the outflows with the local escape velocity, \( v_{\text{esc}}(r) = \sqrt{2[\Phi(\infty) - \Phi(r)]} \), where \( \Phi(r) \) and \( \Phi(\infty) \) are the values of the gravitational potential at \( r \) and \( r = \infty \), respectively, in the case of a spherically-symmetric galaxy.

One may estimate the escape velocity in terms of observed quantities, like the circular velocity \( v_{\text{circ}} \) of the galaxy, by assuming a simple density profile such as that of a singular isothermal sphere. A conservative estimate of the escape velocity in that case gives \( v_{\text{esc}} \approx 3v_{\text{circ}} \) [Veilleux et al., 2020]. Our IFS data do not probe the flat portion of the rotation curve, so we adopt the maximum of the measured stellar velocities (\( v_* \)) and velocity dispersions (\( \sigma_* \)) to calculate the lower limits of the circular velocities in our targets, where \( v_{\text{circ}} = \sqrt{v_*^2 + 2\sigma_*^2} \) [e.g., See Section 2.4 of Veilleux et al., 2020]. We have not applied any deprojection corrections to the circular velocities and outflow velocities, given that the 3D morphologies of the outflows are poorly constrained.

Alternatively, the escape velocity may be derived by assuming a NFW dark matter density profile [Łokas and Mamon, 2001] and a total halo mass determined from abundance matching [Moster et al., 2013], which has been done in Manzano-King et al. [2019]. Since the escape velocity always peaks at the center, it can serve as a conservative upper limit to the escape velocity throughout the galaxy. For our targets, the escape velocities at \( r = 0 \) obtained through this approach are larger by \( \sim 50\% \) on average than those based on the empirical circular velocities above. We adopt the more conservative \( r = 0 \), NFW-based escape velocities in the remainder of our discussion.
### Table 4.5. Outflow Escape Fractions

<table>
<thead>
<tr>
<th>Target</th>
<th>$V_{esc}$ [km s$^{-1}$]</th>
<th>$f_{esc}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>J0100−01</td>
<td>320</td>
<td>1%</td>
</tr>
<tr>
<td>J0811+23</td>
<td>260</td>
<td>0.1%</td>
</tr>
<tr>
<td>J0842+03</td>
<td>300</td>
<td>6%</td>
</tr>
<tr>
<td>J0906+56</td>
<td>300</td>
<td>6%</td>
</tr>
<tr>
<td>J0954+47</td>
<td>320</td>
<td>1%</td>
</tr>
<tr>
<td>J1005+12</td>
<td>380</td>
<td>1%</td>
</tr>
<tr>
<td>J1009+26</td>
<td>240</td>
<td>0.3%</td>
</tr>
</tbody>
</table>

Note. — Column (1): Short name of the target; Column (2): Escape velocity at the center of each galaxy assuming a NFW density profile, rounded to the nearest 10 km s$^{-1}$; Column (3): Escape fraction of the [O III] $\lambda$5007 line emitting gas, based on flux rather than mass. This number does not take into account possible density contrasts between the outflowing and quiescent gas components in these systems and projection effects; see Section 4.5.4 for more details.
For all of the targets, we next define the escape fraction ($f_{\text{esc}}$) as the ratio of [O III] $\lambda$5007 flux with absolute velocities larger than the escape velocity summed up across the data cube, to the total emission line flux in the whole data cube. Notice here that the escape fraction is defined as a flux ratio rather than a mass ratio, so it does not take into account possible density contrasts between the outflowing and quiescent (non-outflowing) gas components [e.g. Hinkle et al., 2019, Fluetsch et al., 2019, 2020], which may affect the luminosity-to-mass conversion factor. In addition, the values of $f_{\text{esc}}$ obtained here are conservatively low since we have not applied deprojection corrections to the gas velocities in the outflows. Some fraction of the escaping gas may not be accounted for here if the velocities of this gas, projected along our line of sight, fall below $v_{\text{esc}}$.

The results from our IFS data are summarized in Table 4.5. The escape fractions range from 0.1% to 6%. Taking into account that the escape velocities are likely overestimated for the reasons mentioned earlier and that the outflow velocities are potentially underestimated due to projection effects, this suggests that at least some small portion of the outflowing gas may travel a long way from the centers and help contribute to the metal enrichment of the circumgalactic medium in these dwarf galaxies [as reported in a number of studies; e.g. Bordoloi et al., 2014].

4.6 Conclusions

In this paper, we report the results from an integral field spectroscopic study with Gemini/GMOS and Keck/KCWI of the warm ionized gas in a sample of 8 low-redshift ($0.01 \lesssim z \lesssim 0.05$) dwarf galaxies with known AGN and suspected outflows. The main results are summarized as follows:
• Warm ionized outflows are detected in 7 out of the 8 targets. The IFS data in most targets reveal broad, blueshifted velocity components tracing rapid outflows \( (v_{50} \text{ down to } \sim -240 \text{ km s}^{-1} \text{ and } W_{80} \text{ up to } \sim 1200 \text{ km s}^{-1}) \) and narrow components tracing the rotation of the host galaxies. In J0906+56, J0954+47, and J1005+12, the multi-Gaussian fits require a third velocity component with intermediate line widths, which probably traces portion of the outflowing gas and/or turbulent gas. In J0811+23 and J0842+03, the narrow components are in general blueshifted and may trace the outflows or a mixture of outflowing and rotating gas in these systems.

• The two-dimensional velocity structures and radial profiles of the outflowing kinematic components indicate that the outflows are spatially resolved by the IFS data in at least four cases (J0842+03, J0100−01, J1009+26, J0811+23), with the emission extending up to \( \sim 3 \text{ kpc} \) from the galactic centers. In J0100−01 and J1009+26, the outflowing kinematic components show apparent biconical morphologies in projection. Additionally, clear non-radial velocity gradients/structures are also seen in those components of J0811+23 and J0842+03. In J0906+56, J0954+47, and J1005+12, the kinematic components that have intermediate line widths and probably trace part of the outflows are also spatially resolved. However, the fast outflows traced by the kinematic components with the broadest line widths in these targets are not clearly spatially resolved. An attempt at deconvolving the data cubes gives inconclusive results.

• The clearly outflowing gas in all of the targets have line ratios that are consistent with AGN photoionization. A general lack of positive correlation between the gas kinematics and the \([\text{S II}]/\text{H\alpha}\) or \([\text{O III}]/\text{H\beta}\) line ratios, and inconsistencies between the observed line ratios and
the predictions from shock models, indicate that shocks likely do not play a major role in heating and ionizing the outflowing gas in these systems.

- Assuming a simple thin-shell, free wind model, the warm, ionized gas mass outflow rates of our targets range from $\sim 3 \times 10^{-3}$ to $\sim 3 \times 10^{-1}$ M$_\odot$ yr$^{-1}$, and the kinetic energy outflow rates range from $\sim 1 \times 10^{37}$ erg s$^{-1}$ to $\sim 6 \times 10^{40}$ erg s$^{-1}$ (excluding the contribution from the velocity components that likely trace portion of the outflows in targets J0842+03, J0906+56, J0954+47, and J1005+12). In J0906+56, J0954+47, and J1005+12, where the outflows may be spatially unresolved, the lower limits of the mass outflow rates and kinetic energy outflow rates are $\sim 2$–10 times higher than those obtained in the scenario where they are spatially resolved.

- The overall emission line widths measured from the spatially-integrated spectra of our targets, together with the results from samples of more luminous AGN studied in the recent literature, show a positive trend with increasing [O III] $\lambda$5007 luminosities. When normalized by the bolometric AGN luminosities, the kinetic energy outflow rates of these outflows are comparable to those of more luminous AGN in massive systems. The outflows in these dwarf galaxies act as scaled-down versions of those in more luminous AGN, in shallower potential wells.

- The outflows are likely driven by the central AGN, since i) the outflows are faster than typical outflows driven by stellar processes; ii) the AGN is powerful enough to drive the outflows given the efficiency of other low-redshift AGN; (iii) the lower limits of the ionized gas mass entrainment efficiency (i.e. mass outflow rates to SFR $\simeq 0.1$–$0.8$, based on the upper limits on SFR estimated from the [O II] $\lambda\lambda$3726, 3729 emission) fall in the wide
range seen in various studies of outflows in more luminous AGN, and may be uncomfortably high (with lower limits up to $\sim 3$) for starburst-driven outflows in the low-z universe if the outflows are spatially unresolved in targets J0906+56, J0954+47, and J1005+12; (iv) the dwarf galaxies of our sample all lie either slightly or significantly below the main sequence of star-forming galaxies, whereas starburst-driven outflows typically take place in star-forming galaxies above that main sequence. However, we cannot formally rule out, based on energetic arguments, the possibility that the star formation activity in these galaxies also partially contributes to driving these outflows.

- A small but non-negligible fraction (at least 0.1%–6%) of the outflowing ionized gas in our targets has velocities large enough to escape from the host galaxies, if no additional drag force is present. These outflows may thus contribute to the enrichment of the circumgalactic medium in dwarf galaxies.

If such AGN-driven outflows are also present in dwarf galaxies at high redshifts, they will increase the porosity of these dwarf galaxies and thus their contribution to the reionization of the universe [e.g. Silk, 2017]. They may also help explain the current core-cusp controversy regarding the dark matter distribution in dwarf galaxies [e.g. Macciò et al., 2020]. A proper treatment of such AGN feedback will need to be included in seed black hole formation models [e.g. Mezcua, 2019].
Chapter 5: Fast UV Outflows and Strong He II Emission in Dwarf Galaxies with AGN

5.1 Introduction

Stellar processes have long been considered the main source of feedback in dwarf galaxies [e.g. Larson, 1974, Veilleux et al., 2005a, Heckman and Thompson, 2017, Martín-Navarro and Mezcua, 2018]. However, it is still debated whether such stellar feedback is effective enough to reproduce all the related properties of the dwarf galaxies we see today [e.g. Garrison-Kimmel et al., 2013, McQuinn et al., 2019]. Recent studies have revealed hundreds of active galactic nuclei (AGN) in dwarf galaxies through multi-wavelength observations [see a recent review by Greene et al., 2019]. AGN activity can release tremendous amount of energy, and AGN feedback has been widely accepted as a critical mechanism to regulate the formation and evolution of massive galaxies [e.g., Di Matteo et al., 2005, Booth and Schaye, 2009, Fabian, 2012]. Therefore, it is interesting to also consider the possible impact of AGN feedback in dwarf galaxies. Moreover, low-z dwarf galaxies possess properties close to galaxies at early epochs. Similar AGN feedback may also regulate the growth of (super)massive black hole seeds and first galaxies [e.g. Silk, 2017].

Evidence of AGN feedback in dwarf galaxies is emerging. For example, hints of star
formation quenching induced by AGN feedback [Penny et al., 2018] and lower-than-expectation
global HI content [Bradford et al., 2018] have both been reported in dwarf galaxies with AGN.

From the theoretical perspective, analytic analyses [e.g. Silk, 2017, Dashyan et al., 2018] and new
simulations [Koudmani et al., 2019, 2020] have all pointed out the possibly significant effects of
AGN feedback in dwarfs. In addition to the negative feedback discussed above that suppresses
the star formation, AGN-driven outflows may also trigger star formation activities within dwarf
galaxies [Schutte and Reines, 2022].

Recently, a sample of 29 dwarf galaxies with AGN (stellar mass \(\log(M_\star/M_\odot) \leq 10.2\)) was
observed with Keck LRIS long-slit spectroscopy [Manzano-King et al., 2019, Manzano-King
and Canalizo, 2020]. This sample was chosen from dwarf galaxies at \(z<0.05\) in SDSS showing
properties in the optical consistent with AGN activity [i.e., broad Balmer lines, Seyfert-like line
ratios on the BPT/VO87 [Baldwin et al., 1981, Veilleux and Osterbrock, 1987] diagrams and/or
highly-ionized He \(\text{II}\) line emission; Reines et al., 2013, Moran et al., 2014]. Follow-up integral
field spectroscopy of 8 of the 29 dwarf galaxies confirmed the existence of rapid outflows in 7
of them [Liu et al., 2020, L20 hereafter]. These outflows are primarily driven by the AGN, and
are powerful enough to impose feedback on their host galaxies in a way similar to those more
luminous AGN with massive hosts.

While the results from the optical emission lines are tantalizing, they only probe the rela-
tively denser part of the outflows as the emission line strength is proportional to \(n_e^2\). Absorption
lines, instead, depend on column densities linearly and are thus more sensitive probes of the full
extent of outflows. Blueshifted absorption features are unambiguous signatures of the outward
motion of gas located in front of the source of continuum radiation. Rest-frame far-ultraviolet
(FUV) spectroscopy provides access to multiple strong absorption features spanning a broad
range of ionization states, which is essential for obtaining better measurements or tighter upper limits on the physical conditions of outflows.

Such FUV spectroscopy has been used extensively to probe ionized and neutral outflows triggered by AGN [e.g. Crenshaw and Kraemer, 2012] and/or star formation [Heckman et al., 2015, Heckman and Borthakur, 2016], in galaxies with starbursts [e.g. Martin et al., 2015] or recently-quenched star formation [e.g. Tripp et al., 2011]. To evaluate the AGN feedback via fast outflows in dwarf galaxies with the same criterion, a sample of dwarf galaxies with primarily AGN-driven outflows needs to be examined similarly.

In this paper, we present the results from a pilot HST/COS FUV spectroscopic study of three dwarf galaxies with evidence of AGN-driven outflows from L20. In Section 5.2, the data sets, the physical properties of the sources measured from the HST/COS and ancillary data, and the data reduction procedures are described. The detection and characterization of absorption-line-traced outflows and thus AGN feedback within the sample are presented in Section 5.3. The analysis of He II $\lambda$1640 emission lines detected in the sample is described in Section 5.4. Throughout the paper, we assume a $\Lambda$CDM cosmology with $H_0 = 69.3$ km s$^{-1}$ Mpc$^{-1}$, $\Omega_m = 0.287$, and $\Omega_\Lambda = 0.713$ [Hinshaw et al., 2013].

5.2 HST and Ancillary Data

5.2.1 HST/COS Observations

We observed the three FUV-brightest dwarf galaxies with AGN-driven outflows from the sample studied in L20. The targets were observed with HST/COS through cycle 27 program (PID 15915; PI: W. Liu). The spectra of our targets were obtained in TIME-TAG mode through the
PSA using the medium resolution FUV grating, G130M. Four focal plane offset positions were adopted to reduce the impact of fixed-pattern noise associated with the micro-channel plate. We got all four FP-POS settings for all targets, and the wavelength setting was adjusted according to the redshift of the target and was selected to cover major absorption line/emission line features including C II λ1335, C IV λλ1548, 1550, Si II λ1526, and Si IV 1394,1403.

5.2.2 Data Reduction and Ancillary Data

The raw data were processed and combined by the CALCOS pipeline v3.3.10. CALCOS corrects the data for instrumental effects, assigns a vacuum wavelength scale, and extracts flux-calibrated spectra. It applies a heliocentric correction to the final x1d files for each exposure, and combines the individual exposures to a single spectra when possible.

In addition to the HST/COS data, we retrieve key physical properties of our sources from L20. Furthermore, the circular velocity of the objects, $v_{\text{circ}}$ are derived base on their stellar mass, adopting the baryonic Tully-Fisher relation calibrated in Reyes et al. [2011] as

$$\log(v_{\text{circ}}) = 0.278 \log(M_*) - 0.67,$$

with root-mean-square (RMS) residuals of 0.1 dex in $v_{\text{circ}}$. This relation was derived using spatially-resolved 2D gas kinematics in low-redshift emission-line galaxies

$$v_{\text{circ}} = \sqrt{2}(v_{\text{rot}}^2 + 2\sigma^2)^{1/2},$$

where $v_{\text{rot}}$ and $\sigma$ are the rotation speed and mean value of the line-of-sight velocity dispersion, respectively. These results are summarized in Table 5.1.
Table 5.1. Properties of the Targets

<table>
<thead>
<tr>
<th>Name (1)</th>
<th>Short Name (2)</th>
<th>Redshift (3)</th>
<th>log(M\text{stellar}) (4)</th>
<th>log(v\text{circ}) (5)</th>
<th>R\text{50} (6)</th>
<th>log(L\text{[OIII]}) (7)</th>
<th>log(L\text{AGN,[OIII]}) (8)</th>
<th>log(L\text{AGN,FUV}) (9)</th>
<th>SFR (10)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SDSS J090613.75+561015.5</td>
<td>J0906+56</td>
<td>0.0467</td>
<td>9.36</td>
<td>1.9±0.1</td>
<td>1.5</td>
<td>41.15±0.01</td>
<td>43.7</td>
<td>42.9</td>
<td>&lt;0.3</td>
</tr>
<tr>
<td>SDSS J095418.16+471725.1</td>
<td>J0954+47</td>
<td>0.0327</td>
<td>9.12</td>
<td>1.9±0.1</td>
<td>2.0</td>
<td>41.36±0.02</td>
<td>43.9</td>
<td>42.8</td>
<td>&lt;0.3</td>
</tr>
<tr>
<td>SDSS J100935.66+265648.9</td>
<td>J1009+26</td>
<td>0.0145</td>
<td>8.77</td>
<td>1.8±0.1</td>
<td>0.7</td>
<td>40.48±0.01</td>
<td>43.0</td>
<td>42.0</td>
<td>&lt;0.1</td>
</tr>
</tbody>
</table>

Note. — Column (1): SDSS name of the target; Column (2): Short name of the target used in this paper; Column (3): Redshift of the target measured from the stellar fit to the spectrum integrated over the KCWI data cube; Column (4): Stellar mass in unit of solar mass and in logarithm from the NASA Sloan Atlas (NSA); Column (5): Circular velocity in logarithm derived from stellar mass adopting calibration in Reyes et al. [2011]; Column (6): Half-light radius from the NSA, in unit of kpc; Column (7): Total \([\text{O III}]\) \(\lambda5007\) luminosity based on the observed total \([\text{O III}]\) \(\lambda5007\) fluxes within the field of view of the KCWI data without extinction correction, in units of erg s\(^{-1}\); Column (8): Bolometric AGN luminosity, based on the extinction-corrected \([\text{O III}]\) luminosity, in units of erg s\(^{-1}\); Column (9): Bolometric AGN luminosity, based on the monochromatic continuum luminosity \(L_{1320}\) from HST/COS data and the CLOUDY AGN SED. See Appendix D.1 for more details; Column (10): Upper limit on the star formation rate based on the extinction-corrected \([\text{O II}]\) \(\lambda\lambda3726, 3729\) flux from the KCWI data, in units of M\(_{\odot}\) yr\(^{-1}\). Here we assume that 1/3 of the \([\text{O II}]\) \(\lambda\lambda3726, 3729\) emission is from the star formation activity, following Ho [2005].
5.3 Outflows Traced by Blueshifted Absorption Features

5.3.1 Detection and Characterization of Outflows

Two sources in our sample, J0906+56 and J0954+47, show clear evidence of outflows traced by absorption features.

In J0906+56, only blueshifted C $\text{IV}$ $\lambda\lambda$1548, 1550 absorption features are detected on top of broad, C $\text{IV}$ emission (Fig. 5.1 and D.1). In J0954+47, blueshifted absorption features with similar profiles are seen in C $\text{II}$ $\lambda$1335, C $\text{IV}$ $\lambda\lambda$1548, 1550, Si $\text{II}$ $\lambda$1526, and Si $\text{IV}$ 1394,1403. Additionally, broader (reaching $\sim$5000 km s$^{-1}$) absorption troughs are seen in both C $\text{IV}$ and Si $\text{IV}$ doublets. These absorption troughs may be accompanied by redshifted broad emission line features (with peak S/N of $\sim$ 3), which is apparently consistent with P-Cygni profiles tracing spatially unresolved stellar wind or AGN wind in this object. If this broad, blueshifted trough is indeed a broad absorption line (BAL) like those seen in luminous quasars, it would be the first BAL ever discovered in a dwarf AGN.

As for J1009+26, only C $\text{II}$ $\lambda$1335 and Si $\text{IV}$ 1394,1403 absorption features at systemic velocities are unambiguously detected, broadly consistent with the relatively modest outflow velocity ($\sim$ 20 km s$^{-1}$) seen in [O III] $\lambda$5007 emission from L20. Zoom-in spectra for these absorption features are shown in Fig. D.3 in the Appendix D.2. The object shows an C $\text{IV}$ doublet ratio $< 2$ (i.e., less than the theoretical expectation), which may be explained by blueshifted C $\text{IV}$ absorption features on top of the emission if the intrinsic C $\text{IV}$ emission line shares the same velocity profile as He $\text{II}$. However, the Si $\text{IV}$ doublet (likely tracing the same phase of ionized gas as C $\text{IV}$) in this object does not show similar blueshifted absorption features.
To measure the properties of the outflows in J0906+56 and J0954+47, we first fit the continuum/emission line profiles to obtain the normalized absorption line profiles in these objects. For the intrinsic C IV emission line doublet of J0906+56, we choose fitting windows with no absorption signatures and fit them with two Gaussian profiles with the same centroid velocity and velocity dispersions, and a fixed flux ratio of 2. For J0954+47, we focus on the C II λ1335, Si IV λ1394, and Si II λ1526. These absorption features are either not or only mildly contaminated by nearby emission and/or broad absorption features (See Fig. D.2) and the obtained normalized absorption line profiles are relatively more robust. Specifically, the continuum near C II λ1335 is fit with a linear function. The broad absorption trough in the vicinity of Si IV λ1394 and Si II λ1526 are both fit with 2nd-order polynomials. Additionally, for C IV λ1550 absorption, we aim to obtain an approximate profile of it as it is blended with the nearby C IV emission, C IV λ1548 absorption and broad C IV absorption trough. The intrinsic C IV λλ1548, 1550 emission is fit with two Gaussian profiles with the same centroid velocity and velocity dispersion, and a fixed flux ratio of 2. The fitting window is chosen as the presumably pure emission-line wing of the C IV λ1550 emission, and the centroid velocity and velocity dispersion are fixed to those of the He II λ1640 emission line in this object. As we only care about the spectral range of \( \gtrsim -500 \text{ km s}^{-1} \) of C IV λ1550 where the contribution from the broad C IV absorption trough should be trivial, the broad trough is thus not modeled in the fit. For C IV λ1548 and Si IV λ1394, the nearby emission/absorption features are more complex than those near C IV λ1550 and the attempt to constrain the intrinsic absorption line profiles results in huge uncertainties. These two features are thus not considered in the following analyses.

The normalized absorption features (excluding the C IV λ1550 in J0954+47 due to its large uncertainty as stated above) were fit with multiple Voigt profiles, which were convolved
with HST/COS line-spread function (LSF)\(^2\). We adopted a customized software built on the non-linear least-squares fit implemented in LMFIT to search for the best-fit model. In our software, a velocity component is added to the model if the Bayesian Information Criterion (BIC) [Ivezić et al., 2019] decreases, and this process stops when the minimum BIC value is found. A total of 2 and 4 Voigt profile components are required by the best-fits of J0906+56 and J0954+47, respectively. The best-fit continuum/emission line profiles and the best-fit absorption line profiles of the two objects are shown in Fig. 5.1 and Fig. 5.2, respectively. Specifically, as shown in Fig. 5.2, the C II, Si II, and Si IV absorption features of J0954+47 are fit simultaneously where the centroid velocities and velocity dispersions of the same velocity components are tied together. The final results from the absorption line fits are listed in Table 5.2.

Figure 5.1: The fit to the C IV absorption feature in J0906+56. **Left:** The best-fit C IV emission line doublet model (red) with two Gaussian components to recover the unabsorbed emission line profile. The fitting windows are marked on the best-fit model in cyan; **Right:** The best-fit model (red) of the absorption features normalized to the best-fit emission line model shown in the left panel. The individual Voigt profile components are shown in blue dashed lines. The velocity is with respect to the systemic velocity.

\(^2\)Tabulated on the HST/COS website https://www.stsci.edu/hst/instrumentation/cos/performance/spectral-resolution
Figure 5.2: The C II λ1335, Si IV λ1394, Si II λ1526, and C IV λ1550 absorption features in J0954+47, from top to bottom. **Left:** The best-fit continuum/emission line model (red) in the vicinity of the absorption feature. The fitting windows are marked on the best-fit model in cyan. For C II, the continuum is fit with a linear function. For Si IV and Si II, the broad absorption trough in the vicinity of each absorption feature is fit with a 2nd-order polynomial. For C IV λ1550, the intrinsic C IV λλ1548, 1550 emission is fit with two Gaussian profiles with the same centroid velocity and velocity dispersion, and a fixed flux ratio of 2. The centroid velocity and velocity dispersion are fixed to those of the He II λ1640 emission in this object. The UV continuum is fit with a linear function to featureless regions beyond the plotting range of the figure. Note that the blueshifted, broad C IV absorption trough and the possible, redshifted, broad C IV emission line wing are not considered in our fit due to large uncertainty. **Right:** The best-fit model (red) of the absorption features normalized by the best-fit continuum/emission line model shown in the left panel. The spectra are in the rest-frame of the corresponding absorption features. The individual Voigt profile components are shown in blue dashed lines. In the fit, the velocity and b parameter (line width) of individual components for all three lines (C II λ1335, Si IV λ1394, Si II λ1526) are tied together. The C IV λ1550 is excluded in the fit, but the normalized absorption line profile is shown for visual comparison with the other three absorption features.
5.3.2 The Outflow in J0954+47

Blueshifted absorption features of various ions in J0954+47 share similar velocity distributions (see Fig. 5.2), likely tracing the same outflow within this object. In the following, we derive the physical properties of the outflow in J0954+47 to evaluate the power source and impact of it. Note that we refer to the entire absorption feature as the entire outflow, and the most blueshifted velocity component in the best-fit model shown in Fig. 5.2 as the high-v outflow hereafter.

5.3.2.1 Photoionization Modeling

![Phase plot showing the ionization solutions for the entire outflow (left) and the high-v outflow (right) of J0954+47. Each colored contour represents the locus of models (outflow radius \( R \), hydrogen column density \( N_H \)) which predicts a ion column density consistent with the observed value of that ion. The width of the locus corresponds to the 1-\( \sigma \) uncertainty in the observed ion column density. The center of the black cross indicates the best solution based on the \( \chi^2 \) minimization and the x and y sizes of the cross indicated the corresponding uncertainties. See Section 5.3.2.1 for more details.]

We have adopted CLOUDY [Ferland et al., 1998] to model the properties of both the entire outflow and the high-v outflow adopting the measured column density of the outflow components of C II, Si II, and Si IV \( \lambda1394 \), assuming that they trace the same outflowing material.
| Object   | Absorber | Comp. | \( v_{50} \) [km s\(^{-1}\)] | \( \log(N_{\text{out}}) \) \([\text{cm}^{-2}]\) | \( \log(N_H) \) \([\text{cm}^{-2}]\) | \( R \) [kpc] | \( \log(\dot{m}_{\text{out}}) \) \([\text{M}_\odot\,\text{yr}^{-1}]\) | \( \log(\dot{p}_{\text{out}}) \) \([\text{dynes}]\) | \( \log(\dot{E}_{\text{out}}) \) \([\text{ergs} \, \text{s}^{-1}]\) |
|----------|----------|-------|----------------|-----------------|-----------------|-----------|----------------|----------------|----------------|----------------|
| J0906+56 | C\,\text{IV} | average | \(-130 \pm 40\) | 15.3 \pm 0.1\) | \ldots\ldots | \ldots\ldots | \ldots\ldots | \ldots\ldots | \ldots\ldots | \ldots\ldots |
|         | C\,\text{II}    | high-v comp. | \(-320 \pm 30\) | 14.4 \pm 0.1\) | 15.0 \pm 0.1\) | \ldots\ldots | \ldots\ldots | \ldots\ldots | \ldots\ldots | \ldots\ldots |
| J0954+47 | Si\,\text{IV}  | average | \(-260 \pm 20\) | 14.4 \pm 0.1\) | 19.7 \pm 0.1\) | 0.49 \pm 0.04 | \(-0.1 \pm 0.2\) | 33.2 \pm 0.2\) | 40.6 \pm 0.2\) | \ldots\ldots |
|         | Si\,\text{II} | \ldots\ldots | \ldots\ldots | \ldots\ldots | \ldots\ldots | \ldots\ldots | \ldots\ldots | \ldots\ldots | \ldots\ldots | \ldots\ldots |
|         | C\,\text{II}    | \ldots\ldots | \ldots\ldots | \ldots\ldots | \ldots\ldots | \ldots\ldots | \ldots\ldots | \ldots\ldots | \ldots\ldots | \ldots\ldots |
|         | Si\,\text{IV}  | high-v comp. | \(-460 \pm 10\) | 13.90 \pm 0.07 | 19.20 \pm 0.06 | 0.52 \pm 0.03 | \(-0.3 \pm 0.3\) | 33.2 \pm 0.3\) | 40.9 \pm 0.3\) | \ldots\ldots |

Note. — Column (2): Transition considered; Column (3): Velocity component considered in the calculation. “average” indicates the mean values averaged over the entire absorption feature; “high-v comp.” indicates the component with the highest outflow velocity in the best-fit model. Column (4): 50th-percentile velocity; Column (5): Ion column density in logarithm; Column (6): Hydrogen column density in logarithm derived from Section 5.3.2.1; Column (7): Outflow radius in kpc derived from Section 5.3.2.1; Column (8): Mass outflow rate in logarithm; Column (9): Momentum outflow rate in logarithm; Column (9): Kinetic energy outflow rate in logarithm.
We set up the modeling as follows: we assume that the ionizing spectrum is an typi-
cal AGN continuum described in the Section 6.2 of CLOUDY manual\(^3\), which gives
\[ f_\nu = \nu^{\alpha_{uv}} \exp(-h\nu/kT_{BB}) \exp(-kT_{IR}/h\nu) + a\nu^{\alpha_x}. \]
\(T_{BB}\) is the temperature of the “Big Bump” component of the AGN, a rising power law with a high-energy exponential cut-off. \(\alpha_{uv}\) is the low-
ergy slope of the “Big Bump” component. \(\alpha_x\) is the slope of the X-ray component. The
coefficient \(a\) is adjusted to produce the correct \(\alpha_{OX}\). We normalize this AGN continuum at 1320 Å to the observed flux density of the COS spectrum. We also set the X-ray to UV ratio, \(\alpha_{OX}\), to
\(-1.9\) as measured from Baldassare et al. [2017b]. We set the other three free parameters, \(T_{BB}\),
\(\alpha_{uv}\), and \(\alpha_x\) to their default values (\(1.5 \times 10^5\) K, \(-0.5\) and \(-1\), respectively, which are typical for AGN) provided by CLOUDY. Two more parameters are needed for the modeling, the electron
density \(n_e\) and metal abundance. Due to the absence of C II* \(\lambda 1336\) absorption, we obtain an
upper limit of \(\sim 10\) cm\(^{-3}\) for \(n_e\) adopting the upper limit on the C* II/C II ratio\(^4\). On the other
hand, we do not expect \(n_e\) to be much less than 10 cm\(^{-2}\), given that the typical \(n_e\) for outflows
in star-forming dwarf galaxies is \(\gtrsim 10\) cm\(^{-2}\) [e.g. Xu et al., 2022]. Therefore, we set \(n_e\) to 10 cm\(^{-2}\) in our following analysis. In addition, we set the metal abundance to solar values, the same
values obtained from the photoionization modeling of the optical emission lines (L20).

With the model set-up above, the column density of each absorption feature (with its 1-
\(\sigma\) uncertainty) defines a locus in the 2D diagram of total hydrogen column density \(N_H\) versus
outflow radius \(R\)\(^5\). Following the same approach adopted in previous work [e.g. Borguet et al.,
2012, Arav et al., 2013], the best-fit total hydrogen column density \(N_H\) and the outflow radius \(R\)
is then obtained by minimizing the \(\chi^2\):

\(^3\)https://gitlab.nublado.org/cloudy/cloudy/-/wikis/home

\(^4\)Adopting ChiantiPy, the Python interface to the CHIANTI atomic database for astronomical spectroscopy

\(^5\)The default independent variable in CLOUDY is ionization parameter \(U = \frac{Q}{4\pi n_e c R}\). With a given \(n_e\), we convert \(U\) into \(R\), the outflow radius.
\[
\chi^2 = \sum_i \left( \frac{\log N_{i,\text{mod}} - \log N_{i,\text{obs}}}{\log N_{i,\text{obs}} - \log (N_{i,\text{obs}} \pm \sigma_i)} \right)^2
\]  

(5.1)

where, for ion \( i \), \( N_{i,\text{obs}} \) and \( N_{i,\text{mod}} \) are the observed and modeled column densities, and \( \sigma_i \) is the error in the measured column density.

The best-fit \( N_H \) and \( R \) are \( 19.7 \pm 0.1 \text{ cm}^{-2} \) and \( 0.49 \pm 0.04 \text{ kpc} \) for the entire outflow and \( 19.20 \pm 0.06 \text{ cm}^{-2} \) and \( 0.52 \pm 0.03 \text{ kpc} \) for the high-\( v \) outflow, respectively. The 1-\( \sigma \) errors are estimated as the full \( x \) and \( y \) extent of the overlapping region of the three loci. These results are listed in Table 5.2.

### 5.3.2.2 Energetics

With the \( N_H \) and \( R \) obtained above, the mass, momentum and kinetic energy outflow rate can then be calculated, following the equations:

\[
\dot{m}_{\text{out}} = \Omega N_H \mu m_p R v
\]

(5.2)

\[
\dot{p}_{\text{out}} = \Omega N_H \mu m_p R v^2
\]

(5.3)

\[
\dot{E}_{\text{out}} = \Omega N_H \mu m_p R v^3
\]

(5.4)

In the equations above, \( v \) is \( v_{50} \) of the best-fit absorption line profile. The hydrogen column density, \( N_H \), and the outflow radius, \( R \), are obtained from the photoionization modeling described in Section 5.3.2.1. \( \Omega \) is the solid angle subtended by the outflow as seen from its origin. While
\( \Omega \) cannot be measured directly from our data, the outflow likely has a wide opening angle: the outflow seen in the optical emission lines, which should be physically connected with the outflow seen in absorption, favors such geometry (L20). In addition, no evidence of partial covering is present based on the absorption line profiles. Therefore, we set \( \Omega = 4\pi \) in our calculation. The final results are recorded in Table 5.2.

Furthermore, the spatial extent and energetics of the outflow traced by the absorption features are consistent with those derived from the blueshifted [O \textsc{iii}] \( \lambda 5007 \) emission line (L20) which has \( R \lesssim 1.6 \) kpc and \( \dot{E}_{\text{out}} > 39.6 \) erg s\(^{-1} \). This suggests that the blueshifted absorption and emission features are likely tracing the same galactic outflow in this object.

5.3.2.3 Comparison with Starburst-driven Outflows

Star-formation-driven outflow is a popular feedback mechanism in dwarf galaxies. To understand the nature and impact of the fast outflow in J0954+47, we compare its properties with those of star-formation-driven outflows in low-z galaxies observed by \textit{HST/COS}.

As shown in Fig. 5.4, we plot the outflow velocities as function of SFR\(^6\) and circular velocities for both J0954+47 and those from Chisholm et al. [2015] or from Xu et al. [2022]. In Chisholm et al. [2015], the outflow velocity is measured as the velocity at half the equivalent width (i.e., the same as our \( v_{50} \) definition) of the overall best-fit Si \textsc{ii} \( \lambda 1260 \) profile. In Xu et al. [2022], the outflow velocity is measured as the median \( v_{50} \) of the blueshifted components in the best-fit model for all transitions detected, including O \textsc{i} \( \lambda 1302 \), C \textsc{ii} \( \lambda 1335 \), Si \textsc{ii} \( \lambda 1190, 1193 \),

\(^6\)The upper limit on SFR for J0954+47 is derived from the [O \textsc{ii}] \( \lambda \lambda 3726, 3729 \) luminosity [based on Ho, 2005, see L20 for details], while the SFR of star-forming galaxies from Xu et al. [2022] are obtained from Berg et al. [2022], which are based on UV-optical spectral energy distribution (SED) fitting, and the SFR of star-forming galaxies from Chisholm et al. [2015] are obtained adopting both IR and UV data. There may be systematic inconsistency among these three types of SFR measurements, but we do not expect that such inconsistency is large enough to change our results qualitatively.
1260, 1304, 1526, Si \textsc{iii} \lambda 1206, and Si \textsc{iv} 1394,1403. To make decent comparisons, therefore, we show two outflow velocities for J0954\,+47: labeled in red is $v_{50}$ of the overall absorption line profile as in Chisholm et al. [2015], and labeled in blue is $v_{50}$ of the high-v outflow, similar to that defined in Xu et al. [2022].

It is clear that, with a SFR of $<0.3 \, \text{M}_{\odot} \, \text{yr}^{-1}$, the outflow in J0954\,+47 is much faster than those in star-forming galaxies with similar SFR. Given a certain SFR, the presence of AGN boosts the outflow velocity in this dwarf galaxy. At the circular velocity ($v_{\text{circ}}$) of $\sim 70 \, \text{km s}^{-1}$ based on its stellar mass, the outflow in J0954\,+47 is also faster than those in star-formation-driven outflows from Chisholm et al. [2015] and is among the fastest outflow seen in the star-formation-driven ones from Xu et al. [2022]. This suggests that for a given gravitational potential, AGN can at least drive an outflow as fast as those seen in dwarf galaxies with extreme starbursts.

5.3.2.4 Energy Source of the Outflow

In this section, we show that the energetic outflow in J0954\,+47 is primarily driven by the AGN rather than the star formation activity.

On the one hand, the AGN is powerful enough to drive the outflow, since the ratio of the kinetic energy outflow rate to AGN luminosity, $\dot{E}_{\text{out}}/L_{\text{AGN}}$, is $\sim 0.6\%$ (the average for the entire outflow) or $\sim 1.2\%$ (high-v outflow), comparable to low-z AGN with outflow measured with the same technique (Fig. 5.5; the $L_{\text{AGN}}$ adopted here is derived based on the HST/COS data and the AGN template from CLOUDY. See Appendix D.1 for more details). On the other hand, the star formation activity seems not capable of providing enough momentum. The total momentum injection rate supplied by the star formation activity, $\dot{p}_{\text{in}} = 4.6 \times 10^{33} \text{SFR}[\text{M}_{\odot} \, \text{yr}^{-1}] \, \text{dynes}$,
which is the sum of the hot wind fluid driven by thermalized ejecta of massive stars [Chevalier and Clegg, 1985] and radiation pressure [Murray et al., 2005]. A SFR < 0.3 $M_\odot$ yr$^{-1}$ translates into an upper limit on the momentum injection rate of $\sim 1.4 \times 10^{33}$ dynes, which is lower than the measured momentum outflow rate $\dot{p}_{\text{out}} \simeq 1.6 \times 10^{33}$ dynes. Apparently, the star formation activity has difficulty driving the observed outflow [with possible exception in extreme cases, e.g., see the discussion of the outflows in three star-forming galaxies with $\dot{p}_{\text{out}} > \dot{p}_{\text{in}}$ in Xu et al., 2022]. Note, however, that the measured momentum outflow rate may be overestimated if the solid angle of the outflow Omega is smaller than 4$\pi$.

5.3.2.5 The Impact of the Outflow

The outflow in J0954+47 may escape the galaxy due to its large velocity. We estimate the escape velocity as $v_{\text{esc}}^2 = 2v_{\text{circ}}^2[1 + \ln(r_s/R)]$ where the mass distribution is modeled as a truncated isothermal sphere: $r_s$ is the radius of the sphere, and R is the radius where the $v_{\text{esc}}$ is calculated as $v_{\text{esc}} \simeq 3v_{\text{circ}}$ with $r_s/R \simeq 33$ as adopted in literature [e.g., see Veilleux et al., 2020, for a brief discussion]. The average velocity of the entire outflow ($\sim 260$ km s$^{-1}$) or the velocity of the high-v outflow ($\sim 460$ km s$^{-1}$) in J0954+47 is comparable to or significantly larger than $v_{\text{esc}}$ of the system ($\sim 220$ km s$^{-1}$). A large portion ($\sim 50\%$ in terms of absorption line equivalent width or EW) of the ionized gas traced by the absorption may escape the system, which may help enrich the circumgalactic medium.

The outflow also carries significant amount of mass, momentum and kinetic energy. We obtain a mass loading factor (i.e., mass outflow rate over SFR) of $\gtrsim 3.4$ ($\gtrsim 1.8$) for the entire outflow (high-v outflow), suggesting that the outflowing gas can transport material out of the
galaxy more efficiently than the gas consumption by star formation. The kinetic energy outflow rate to AGN luminosity, $E_{\text{out}}/L_{\text{AGN}}$, is $\sim 0.6\%$ ($\sim 1.2\%$) for the average of the entire outflow (high-$v$ outflow), which is comparable to (larger than) the expectations from some simulations of AGN feedback [e.g., Hopkins and Elvis, 2010] that only require $\sim 0.5\%$ of AGN bolometric luminosity to be injected into the outflow for effective AGN feedback. This indicates that the outflow is powerful enough to provide AGN feedback to its dwarf host galaxy.\footnote{Note that the prediction from simulations are usually the kinetic coupling efficiency, the fraction of the AGN bolometric luminosity coupled to gas near the black hole. This is always larger than the observed $E_{\text{out}}/L_{\text{AGN}}$: Even for an energy-driven large-scale outflow, only a portion of the original nuclear wind power ends up in kinetic form, where the rest of the energy is may be used up in doing work against the gravitational potential and ambient pressure along the way [Harrison et al., 2018].}

5.4 He II $\lambda 1640$ Emission

5.4.1 Detection and Basic Properties

Strong He II $\lambda 1640$ emission lines are detected in two objects, J0954+47 and J1009+26 (see Fig 5.6, D.2, and D.3), which is consistent with the AGN nature of these two objects, given the high ionization potential of He$^{2+}$ ($\sim 54.4$ eV). The EW of He II are 2.71$\pm$0.14 Å and 7.00$\pm$0.29 Å, respectively, which are broadly consistent with the high EW seen in AGN [with a median He II EW of $\sim 8$ Å; e.g. Hainline et al., 2011, Cassata et al., 2013]. The He II/C IV flux ratios of the two objects are $\sim 0.8$ and $\sim 1.7$, which fall in the range predicted by typical AGN photoionization models [e.g. Feltre et al., 2016]. In addition, the typical observed He II/C IV ratio of Type 2 quasar/AGN is $\sim 0.7$ [e.g. McCarthy, 1993, Corbin and Boroson, 1996, Humphrey et al., 2008, Matsuoka et al., 2009].

The He II in these two sources are narrow, with FWHM of 120$\pm$10 km s$^{-1}$ and 110$\pm$5 km.
Figure 5.4: Outflow velocity ($v_{50}$) as function of star formation rate (left panels) and circular velocity (right panels) based on the overall absorption feature (entire outflow; red) and the highest velocity component in the best-fit (high-v outflow; blue) of J0954+47. In the upper panels, the black data points are the Si II outflows in star-forming galaxies from Chisholm et al. [2015]. In these two panels, the $v_{50}$ are all measured from the overall absorption features; In the bottom panels, the outflows in the 45-source CLASSY sample from Xu et al. [2022] are shown in brown. For each object, $v_{50}$ is the median value of all absorption features detected. In these two panels, the $v_{50}$ are measured from the highest velocity component of the best-fit models. The black dashed lines in the two right panels indicate the expected escape velocity $v_{esc} \approx 3v_{circ}$.

s$^{-1}$ for J0954+47 and J1009+26, respectively. Therefore, these are not broad He II features as observed in Wolf-Rayet stars/galaxies [e.g. Abbott and Conti, 1987]. Meanwhile, to our knowledge, for star-forming galaxies in the nearby universe, relatively strong and narrow nebular He II emission has only been observed in metal-poor sources [e.g. Berg et al., 2016, Senchyna et al., 2017]. However, the EW of these He II lines (up to $\sim$1.7 Å as reported in these two references)
are still lower than those of J0954+47 and J1009+26. Additionally, the metallicity of the latter two objects, based on the modeling of optical line ratios from L20, are also close to solar value.

Moreover, for J0906, the He II λ1640 line is not covered by the spectral range, but the detection of He II λ4686 emission line in this source implies the existence of He II λ1640.

Overall, the He II λ1640 emission lines detected in our sample are consistent with an AGN origin. A detailed ionization diagnosis adopting all FUV, optical, and Near-IR emission lines with various ionization potentials will be the subject of a future paper. The hard ionization spectra from the AGN in dwarf AGN like our objects may lead to high escape fractions of ionizing photons, which, if present in the early universe, may be an interesting contribution to cosmic reionization [e.g. Madau and Haardt, 2015, Robertson et al., 2015].

Figure 5.5: **Left:** Ratio of kinetic energy outflow rate to AGN luminosity as a function of AGN luminosity for the EW-weighted average of the entire outflow (red) and for the high-v outflow (blue) of J0954+47. Also shown in black are the X-ray and FUV absorber-traced outflows in nearby Seyferts from Crenshaw and Kraemer [2012]. Note that in the bottom left corner is the outflow in the archetype dwarf Seyfert 1, NGC 4395. The horizontal dashed line at 0.5% is the prediction for effective AGN feedback from Hopkins and Elvis [2010]. **Right:** Momentum outflow rate versus expected momentum injection rate from the star formation activity (see Section 5.3.2.4) for the high-v outflow in J0954+47 (blue) and those in low-z star-forming galaxies from Xu et al. [2022]. The dashed line indicates the 1:1 equality line.
Figure 5.6: He II λ1640 emission line profile compared with C IV λ1550 (left), He II λ4686 (middle) and [O III] λ5007 (right) emission line profiles, respectively. All spectra are continuum subtracted. The He II λ1640 emission line is in its original flux scale while all other emission lines are re-scaled to have the same peak flux density as that of He II λ1640. The systemic velocity is determined from the stellar kinematics based on the IFS data from L20.

5.4.2 Blueshifted He II λ1640 Emission Tracing Highly-ionized Outflow in J1009+26?

An interesting characteristic of the He II emission line in J1009+26 is its blueshift. As shown in Fig. 5.6, $v_{50}$ of He II λ1640 is $\sim -90$ km s$^{-1}$ with respect to the systemic velocity based on the stellar kinematics measured in L20. As a comparison, $v_{50}$ of C IV λλ1548, 1550, He II λ4686, and [O III] λ5007 are $\sim -50$ km s$^{-1}$, $\sim -20$ km s$^{-1}$, and $\sim -20$ km s$^{-1}$, respectively. Among these emission lines, He II is the most blueshifted one.

One likely origin of the blueshifted He II λ1640 emission line is a highly-ionized AGN wind. As mentioned in Section 5.4.1, He II λ1640 is likely originating from the highly ionized gas near the central AGN. As a comparison, the C IV λλ1548, 1550 and [O III] λ5007 may have a significant contribution from the ISM given their lower ionization potential. In addition, The line width of He II λ1640 is also larger than those of C IV λλ1548, 1550 and [O III] λ5007. If these line widths reflect the virial motion of the gas, then the larger line width of He II λ1640 suggests that it is closer to the central engine of the AGN. Similar phenomenon has been seen in luminous
AGN [e.g. Fig. 14.10 in Osterbrock and Ferland, 2006]. The blueshifted He II λ1640 thus traces the highly-ionized AGN winds, while the $|v_{50}|$ of C IV λλ1548, 1550 and [O III] λ5007 are smaller due to the contamination from the relatively more quiescent and static ISM.

The blueshift of He II λ1640 with respect to He II λ4686 might be caused by the heavier attenuation in the FUV than in the optical: The red emission line wing of He II λ1640 originating from the material on the far-side of the AGN is attenuated by gas/dust near the AGN more severely than that of He II λ4686. The He II λ1640 is thus more blueshifted due to the weaker red emission line wing. This is consistent with the fact that He II λ1640 is slightly narrower than He II λ4686, with 80-percentile line width $W_{80}$ of 130 ± 30 and 160 ± 40, respectively.

5.5 Summary

In this paper, we present the results from a pilot HST/COS spectroscopy program to examine three dwarf galaxies with primarily AGN-driven outflows from the sample studied in Liu et al. [2020]. The main results are summarized as follows:

- Blueshifted absorption features tracing fast outflows are detected in two of the three objects. In object J0954+47, the outflow is detected in multiple transitions including C II, C IV, Si II, and Si IV. The outflow velocity is $\sim -460$ km s$^{-1}$ for the high velocity component or $\sim -230$ km s$^{-1}$ averaged over the entire absorption feature. This outflow is much faster than those in star-forming galaxies with similar star formation rates, and possesses a velocity comparable to those fastest outflows in star-forming galaxies with similar circular velocities.

- In J0954+47, the radius of the outflow, based on the results from photoionization modeling
with CLOUDY, is estimated to be $\sim 0.5$ kpc. The velocity of this outflow exceeds the escape velocity of the system, suggesting that a large fraction of the outflowing gas may escape the system. This outflow may help deposit energy into the circumgalactic medium and enrich it with metals.

- The outflow in J0954$+47$ carries significant amount of mass, momentum and kinetic energy. With a mass loading factor (i.e., mass outflow rate over SFR) of $\gtrsim 3.4$ ($\gtrsim 1.8$) averaged over the entire outflow (for the high-$v$ outflow), the outflow can likely transport more material out of the galaxy than that ends up in stars.

- The kinetic energy outflow rate to AGN luminosity, $\dot{E}_{\text{out}}/L_{\text{AGN}}$, is $\sim 0.6\%$ ($\sim 1.2\%$) averaged over the entire outflow (for the high-$v$ outflow), which is comparable to (larger than) the expectations from some simulations of AGN feedback.

- Strong He II $\lambda 1640$ emission lines are detected in two objects where the transition is covered by the observation. The EW and FWHM of the He II, and the C IV/He II ratios are consistent with an AGN origin. In one object J1009$+26$, the He II emission line is blueshifted with respect to the systemic velocity and is the most blueshifted line among all strong FUV and optical emission lines in this object. This blueshifted He II emission line is likely tracing a highly-ionized AGN wind in this object.
Chapter 6: Summary and Future Work

The focus of this thesis is AGN feedback via quasar/AGN-driven outflows in ULIRGs and dwarf galaxies.

6.1 AGN Feedback in ULIRGs

6.1.1 Summary

In the first half of the thesis, I have primarily investigated two aspects of AGN feedback via powerful outflows in nearby ULIRGs.

In Chapter 2, I focus on the blueshifted Ly$\alpha$ emission, and the highly-ionized, O VI and N V quasar winds in the ULIRGs. The main results are as follows:

- Ly$\alpha$ emission with blueshifted velocity centroids and/or wings is prevalent in our sample. The equivalent widths of the Ly$\alpha$ emission increase with increasing AGN luminosities and AGN bolometric fractions. The blueshift of the Ly$\alpha$ emission correlate positively with that of the [O III] $\lambda$5007 emission tracing ionized gas outflows, which suggests that the blueshifted Ly$\alpha$ emission likely traces the same outflows.

- The Ly$\alpha$ escape fractions tend to be slightly larger in objects with stronger AGN and larger outflow velocities.
Blueshifted O VI and/or N V absorption features, indicative of quasar winds, are robustly detected in half of the sources with good continuum signal-to-noise ratios. Such outflows are more frequently detected in the X-ray weak or absorbed sources. The absorption equivalent widths, velocities and velocity dispersions of these outflows are also higher in the X-ray weak sources. These results suggest that these outflows are likely radiatively driven, since strong X-ray emission will over-ionize gas and reduce the radiative force greatly.

In Chapter 3, I turn to look at the giant, X-ray emitting halo of a nearby ULIRG Mrk 273, as well as the dual AGN activity and extended highly-ionized gas in it (Chapter 3). The main findings are as follows:

- The giant X-ray nebula extends on a scale of \( \sim 40 \text{ kpc} \times 40 \text{ kpc} \). The nebula has most likely been heated and enriched by multiple galactic outflows generated by the AGN and/or circumnuclear starburst in the past, on a time scale of \( \lesssim 0.1 \text{ Gyr} \).

- Dual AGN activity is strongly suggested by the X-ray data.

- Significant 1-3 keV emission is found along the ionization cones and/or outflowing gas detected in a previous study.

**Overall, nuclear, highly-ionized quasar-driven outflows are present in many ULIRGs.**

The outflows in ULIRGs may reach several tens of kpc.

### 6.1.2 Future Work

While the projects presented in Chapter 2 and 3 have unveiled new information on the highly ionized, nuclear quasar winds and the spatial extent of outflowing gas in nearby ULIRGs,
further investigations are needed for a better understanding of this phenomenon. This is crucial for drawing a comprehensive picture of how quasar-driven outflows are launched and propagate in ULIRGs, and thus provide feedback to the system. In the following, I list three future programs that will shed new light on these issues.

**Probing Highly Ionized Quasar Wind through Near-infrared Coronal Lines:** The highly-ionized quasar winds can also be traced by coronal emission lines in the near-infrared (NIR). I plan to propose for a JWST NIRSPEC/IFS program or an ground-based, AO-assisted, NIR IFS program, to examine the kinematics and dynamics of the highly-ionized gas through coronal emission lines. This may be more sensitive to the faint emission from the outflowing gas due to the smaller attenuation in the NIR.

**Searching for UFO and/or WA with Future X-ray Telescopes:** Due to the general X-ray faintness of ULIRGs, the current X-ray telescopes are not sensitive enough to detect potential ultra-fast outflows (UFOs) and warm absorbers (WAs) in ULIRGs tracing the nuclear quasar winds. Future X-ray telescopes like XRISM and Athena may finally enable such studies.

**Examining X-ray Emitting Gaseous Halos with Athena/X-IFU:** While the deep *Chandra* data presented in Chapter 3 reveal the overall temperature and metallicity of the giant gaseous nebula in Mrk 273, the spatially-resolved emission line properties are still largely unconstrained. The latter will reveal the spatially-resolved kinematics, dynamics, metallicity and ionization properties of the hot gas within the nebula, which are crucial for a more comprehensive understanding of the origin of the nebula. For example, the imprints from the outflows on the nebula include abrupt increase in velocity dispersions suggesting outflow-triggered shocks, metallicity patterns consistent with metal transport through the outflow, etc. The future X-IFU instrument onboard *Athena* will be suitable for such observations.
6.2 AGN Feedback in Dwarf Galaxies

6.2.1 Summary

In the second half of the thesis, I turn my attention to the low mass galaxies and explore the feasibility of AGN feedback in dwarf galaxies via fast outflows.

In Chapter 4, I report the results from a dedicated optical integral-field spectroscopic study of a sample of eight dwarf galaxies with known AGN and suspected outflows. The main results are as follows:

• The outflows detected are fast, with 50-percentile (median) velocity of up to $\sim 240 \text{ km s}^{-1}$ and 80-percentile line width reaching $\sim 1200 \text{ km s}^{-1}$, in clear contrast with the more quiescent kinematics of the host gas and stellar components.

• The kinematics and energetics of these outflows suggest that they are primarily driven by the AGN.

• A small but non-negligible portion of the outflowing material likely escapes the main body of the host galaxy and contributes to the enrichment of the circumgalactic medium.

• Overall, the impact of these outflows on their host galaxies is similar to those taking place in the more luminous AGN with massive hosts in the low-redshift universe.

In Chapter 5, I have conducted a pilot HST/COS spectroscopy program to examine three dwarf galaxies with primarily AGN-driven outflows from the sample studied in Chapter 4. The main findings are as follows:
• Blueshifted absorption features tracing fast outflows are detected in two of the three objects. In object J0954+47, a large fraction of the outflowing gas may escape the system.

• The outflow in J0954+47 carries significant amount of mass, momentum and kinetic energy. With a mass loading factor larger than unity, the outflow may transport material out of the galaxy more efficiently than the gas consumption by star formation.

• The ratio of kinetic energy outflow rate to AGN luminosity of the outflow in J0954+47 is comparable to the expectations from some simulations of AGN feedback.

• Strong He II λ1640 emission lines are detected in two objects, which are consistent with an AGN origin. The blueshifted He II emission line in one object is likely tracing a highly-ionized outflow.

Overall, AGN-driven outflows may be a promising feedback mechanism in dwarf galaxies.

6.2.2 Future Work

The results presented in Chapter 4 and 5 show tantalizing evidence for AGN feedback in dwarf galaxies, but a more comprehensive understanding of this issue requires further investigation. In the following, I list three future projects that may give us a better insight.

Better Measurements of Outflow Energetics: A good evaluation of AGN feedback in dwarf galaxies through AGN-driven outflows relies on a robust measurement of the outflow energetics. The current observations presented in Chapter 4 still do not provide enough spatial resolution to firmly resolve the compact outflows in several sources, which makes the dynamics
and energetics of these outflows uncertain. To achieve such high spatial resolution, I plan to propose for HST long-slit spectroscopy programs and/or AO-assisted optical IFS observations (like VLT/MUSE-AO) on the sample examined in Chapter 4 and 5.

**Radio-mode AGN Feedback:** In addition to the quasar-mode feedback, the radio-mode feedback should also be examined in dwarf galaxies. One of the object studied in Chapter 4 and 5, J0906+56, shows a ∼50 pc radio jet [Yang et al., 2020]. As a pilot study, I plan to propose for a VLA observation to look for evidence of radio jet/extended radio emission on larger spatial scale, and explore whether the radio emission is related to the fast outflows in this object. This will help me investigate whether the radio jet plays a role in driving the fast outflow or interacting with the ISM within this system.

**A Larger Sample of Dwarf AGN for Better Statistics:** The statistical power of the two studies presented above is very limited. The ongoing and future surveys including the Dark Energy Spectroscopic Instrument (DESI), the extended ROentgen Survey with an Imaging Telescope Array (eROSITA), the Vera-Rubin Telescope, the Prime Focus Spectrograph (PFS) and the Nancy Grace Roman Space Telescope will likely discover many more AGN in dwarf galaxies and may also discover those at higher redshifts. These larger samples of dwarf AGN will enable a statistically sound evaluation of the relationship between the AGN and their dwarf host galaxies, and allow for the identification of more AGN-driven outflows for further investigations.
Appendix A: Appendix for Chapter 2

A.1 Notes on Individual Objects

In this section, we summarize the detections of emission and absorption features in each ULIRG.

F01004−2237: Clearly broad, blueshifted wings are seen in both Lyα, and N V emission. An O VI BAL is present at the edge of the blue side of the spectrum.

Mrk 1014: There are broad Lyα, O VI, and N V emission. No associated O VI or N V absorption lines is visible.

F04103−2838: There is no Lyα emission at systemic velocity, while a narrow emission line is seen at $\sim -2000$ km s$^{-1}$ in the rest frame of Lyα. It may be a redshifted Si III 1206 emission ($\sim 150$ km s$^{-1}$), or a narrow Lyα emission in the foreground. No associated N V absorption line is visible.

F07599+6508: The spectrum is dominated by a prominent N V BAL with a centroid velocity similar to the blueshifted Na I D $\lambda\lambda5890, 5896$ absorption line seen in the optical. There are also multiple blueshifted and redshifted, narrow N V absorption lines at lower velocities ($\lesssim -5000$ km s$^{-1}$).

F08572+3915_NW: No signal is detected.

F11119+3257: There is broad, blueshifted Lyα emission and a less blueshifted, narrower
Lyα absorption feature on top of it. Part of the blueshifted N V emission is also detected. No associated N V absorption line is visible.

Z11598−0112: There is broad, blueshifted Lyα emission, superimposed with narrower Lyα absorption line close to the systemic velocity. Associated O VI and N V absorption features are also detected.

F12072−0444: There are broad, blueshifted Lyα emission and narrower Lyα absorption line near the systemic velocity. No associated N V absorption line is visible.

3C 273: There is broad Lyα emission, superimposed by multiple narrow foreground absorption features. No associated O VI or N V absorption line is visible.

F13218+0552: There is broad O VI emission, superimposed by narrower O VI absorption line. Lyβ absorption line with velocity similar to the O VI absorption line may exist but can not be confirmed (S/N ≲2).

F13305−1739: The spectrum is dominated by broad Lyα and N V emission with blueshifted wings.

Mrk 273: No signal from the source is detected.

F14070+0525: No signal from the source is detected.

F15001+1433_E: No signal from the source is detected.

F15250+3608: The Lyα line shows a P-Cygni-like profile. N V emission is also detected. Emission and blueshifted absorption from the N V 1242 line is visible, whereas the N V 1239 transition overlaps with the strong geocoronal emission nearby so that no measurements of it can be made. As a result, the overall properties of the N V doublet is highly uncertain. Our estimates for the EW and centroid velocity of the N V 1242 absorber alone are ∼0.3 Å and −500 km s⁻¹, respectively, which has not taken into account the infilling from the N V 1238, 1242 emission.
There are several blueshifted absorption features from various low ionization species, including N \textsc{ii} λ1084, N \textsc{i} λ1200, Si \textsc{iii} λ1206, Si \textsc{ii} λ\textsc{ii}λλ1190, 1193, 1260, with $v_{\text{retavg}} \simeq -[300, 500]$ km s$^{-1}$.

F16156+0146_NW: The Ly$\alpha$ emission is peaked at $\sim +500$ km s$^{-1}$, with a superimposed blueshifted, narrower absorption feature at $\sim -300$ km s$^{-1}$, and a broad emission wing extending to $\lesssim -2600$ km s$^{-1}$. There are also weak, broad N V emission and a potential detection of Si \textsc{iii} λ1206 absorption line.

F21219−1757: There are broad, blueshifted Ly$\alpha$, N V, and O VI emission. Highly blueshifted absorption features at $\sim -4500$ km s$^{-1}$ are seen for both the N V doublets and O VI 1038 line.

F23060+0505: There are broad Ly$\alpha$ and N V emission lines with blueshifted wings. Ly$\alpha$ and N V absorption lines with similar velocities are also seen.

F23233+2817: There is a broad Ly$\alpha$ emission superimposed by a narrow Ly$\alpha$ absorption line at the systemic velocity. Broad N V emission, and possible broad O VI emission are also visible. The FUV continuum is virtually not detected and no associated O VI or N V absorption feature is visible.
Appendix B: Appendix for Chapter 3

B.1 Spectral Analysis of Mrk 273x

Mrk 273x is at a projected angular separation of only 1′.3 from Mrk 273 and it is observed simultaneously in our Chandra program. Mrk 273x is optically classified as a $z = 0.46$ Type 2 AGN, but its X-ray properties [e.g., lack of obvious absorption at low energies, high hard X-ray luminosity, absence of Fe K$\alpha$; Xia et al., 2002] are typical for an unabsorbed Type 1 AGN. By comparing the X-ray spectrum from the 2000 and 2016 data, constraints can be obtained on the variability of this source in X-ray. The spectra of Mrk 273x from the 2000 data and the 2016 data are shown in Figure B.1. The two spectra are consistent with each other and no clear variability is seen.

The spectra were fitted well (reduced $\chi^2 = 1.2$) using a model with a power-law component ($\Gamma = 1.53^{+0.15}_{-0.06}$) without much absorption ($N_H \sim 1.0^{+0.2}_{-0.2} \times 10^{21}$ cm$^{-2}$), plus a blackbody component (kT < 0.26 keV). The blackbody component was used to model possible residuals at $\sim 0.4$-0.8 keV when only a power-law component was fitted to the data, although the p-value of the F-test between the two fits is only 0.6. The current data are thus not conclusive on the existence of the blackbody component, which might be a soft X-ray excess usually seen in Type 1 AGN [e.g. Crummy et al., 2006]. Potential Fe K$\alpha$ line was fitted and an upper limit of $\sim 56$ eV on the equivalent width (EW) in the observer’s frame was obtained. The X-ray spectra over 16 years
agree with each other, which show typical features for unabsorbed Type 1 AGN. This suggests that the Type 2 optical spectrum of Mrk 273x is intrinsic, i.e. due to the lack of a broad line region. This type of sources, where the X-ray spectrum shows all the characteristics of an unabsorbed Type 1 AGN while the optical spectrum points to a Type 2 AGN, remains a challenge to the standard AGN unification model.

Figure B.1: Top: the spectra of Mrk 273x of 2000 data (black) and 2016 data (red) are shown separately. The apparent difference of the two spectra is mainly due to the drop of the instrument response in the soft X-ray from year 2000 to year 2016, but not a change in the flux of the source. Simultaneous fitting was applied to the data and the model was an absorbed power-law component plus a blackbody component with Galactic absorption. The model is shown in solid lines and the components of it are shown in dotted lines. Bottom: residuals (data minus model).
Appendix C:  Appendix for Chapter 4

C.1 Results on Individual Objects

The detailed results from our analysis are presented in this Appendix. For each object, we show the maps of the \([\text{O} \text{ III}] \, \lambda 5007\) flux and kinematics, globally and for each velocity component, a map of the stellar kinematics, and the radial profiles of the line fluxes from individual velocity components. In addition, the line ratio maps and spatially resolved BPT and VO87 diagrams are also shown for J0906+56 and J0842+03. In all cases, the systematic velocities of our targets are determined from the stellar velocities measured from the spectra integrated over the whole data cubes. In the few objects where the broader velocity component shows kinematic characteristics that are apparently similar to those of a rotating gas disk, we have also attempted to fit the velocity field with *Kinemetry* [Krajnović et al., 2006], a software based on a generalized harmonic expansion method of the two-dimensional velocity field.

C.1.1 J0100−01

Fig. C.1–C.3 present the KCWI maps of the \([\text{O} \text{ III}] \, \lambda 5007\) flux and kinematics, the map of the stellar kinematics, and the \([\text{O} \text{ III}] \, \lambda 5007\) flux radial profiles of the individual velocity components of target J0100−01.
Figure C.1: Voronoi-binned maps of the [O III] λ5007 flux and kinematics in J0100−01 based on the KCWI data. The orientation of the maps is indicated by the compass at the top of the figure. Maps of the properties of the individual velocity components derived from the multi-Gaussian fits (C1, C2), and those of the overall emission profiles (Total), are shown from top to bottom. The flux maps are shown in the leftmost column, where each map is normalized to the maximum flux value in the map, which is listed in cgs units above each panel. The line widths $W_{80}$ and velocities $v_{50}$ are shown in the middle and rightmost columns, respectively. In each panel, the black cross indicates the spaxel where the peak of the total [O III] λ5007 emission line flux falls. The coordinates of the panels are in kpc.
Figure C.2: Maps of the stellar median velocity (left) and velocity dispersion (right) in J0100−01 on the same spatial scale as Fig. C.1. The map of the median velocity is drawn on the same color scale as the $v_{50}$ maps of [O III] $\lambda 5007$ (Fig. C.1). The map of the velocity dispersion is also drawn on the same color scale as the $W_{80}$ maps of [O III] $\lambda 5007$, namely the same color represents the same line width in all maps. For a Gaussian profile, the conversion between $W_{80}$ and velocity dispersion $\sigma$ is $W_{80} = 2.563 \sigma$. In each panel, the black cross indicates the spaxel where the peak of the total [O III] $\lambda 5007$ emission line flux is located.
Figure C.3: Top panel: Radial profiles of the [O III] λ5007 fluxes from the two velocity components of J0100−01. For each component, the fluxes are normalized to those of the spaxel with peak emission line flux (i.e., the spaxel indicated by the black cross in Fig. C.1). The PSF profile is derived from fits to the spectrophotometric standard stars of the IFS observations using single Gaussian profiles (see Section 4.2.2 for more details). Bottom panel: C2/C1 flux ratios on a logarithmic scale as a function of distance from the spaxel with peak emission line flux. In both panels, the data points beyond the maximal spatial extent of the outflow component (C2 in this target) are omitted. In addition, the error bars in radius (x-axis) are set either to zero for single spaxels or to reflect the radial coverage of the spatial bin.
C.1.1.1 Maps of the [O III] λ5007 Flux and Kinematics

Two velocity components (C1 and C2) are sufficient to describe the [O III] λ5007 line profiles in this galaxy. The spatial distribution of the [O III] λ5007 flux is not symmetric with respect to the galaxy center (Fig. C.1). More flux is present in the southern portion of the galaxy than in the north. This is especially true when considering the C2 component (discussed in more detail below).

The [O III] λ5007 line profiles show a mild velocity gradient similar to that of the C1 component, and both of them appear to be systematically slightly blueshifted by $\sim 20$ km s$^{-1}$ with respect to the stellar velocities. Note, however, that the stellar velocities are only measured reliably in the inner kpc of this galaxy (Fig. C.2), so the amplitude and position angle of the stellar velocity gradient is uncertain. The line widths $W_{80}$ of the [O III] λ5007 line profiles are generally narrow except in the southwestern portion of the galaxy, where $W_{80}$ reach $\sim 440$ km s$^{-1}$.

The C1 component shows a mild velocity gradient with $v_{50}$ ranging from $\sim −60$ km s$^{-1}$ to 0 km s$^{-1}$ and a median of $\sim −20$ km s$^{-1}$. The C1 line widths are in general narrow (median $W_{80} \simeq 120$ km s$^{-1}$), consistent with the idea that the C1 component is made of quiescent gas rotating in the galaxy.

The flux asymmetry is more apparent in the C2 component than in the C1 component. The C2 component is significantly blueshifted in the south portion of the galaxy, where $v_{50}$ reach values of $\sim −240$ km s$^{-1}$, well in excess of the stellar velocities measured on smaller scale. A clear gradient in $v_{50}$ is seen along the N – S direction (PA$\simeq 10^\circ$), but the most redshifted velocities are $\sim +50$ km s$^{-1}$. The line widths of the C2 components are generally large, reaching
a maximum value of $\sim 650$ km s$^{-1}$. The kinematics of the C2 component may be interpreted as a tilted, biconical outflow, where the near (S) side of the outflow is blueshifted and the far (N) side is redshifted. The redshifted velocities are significantly smaller (in absolute terms) than the blueshifted ones, perhaps an indication that the far side of the outflow is largely blocked by the galaxy. However, without reliable stellar velocities on large scale, it is hard to exclude the possibility that the north portion of the C2 component consists of turbulent, rotating gas within the galaxy.

To further examine the origin of the $v_{50}$ gradient seen in the C2 component, we have tested fitting the separate $v_{50}$ maps of the C2 and C1 components with Kinemetry [Krajnović et al., 2006]. This software fits the two-dimensional map of the line-of-sight velocity distribution of a galaxy by determining the best-fit ellipses along which the profiles of the moments can be extracted and analyzed by means of harmonic expansion. As a product of the fit, the best-fit circular velocity field can be obtained. In practice, we carried out the fits in two steps: (i) we fitted the $v_{50}$ map with the default setting in Kinemetry where the PA and flattening of each ellipse were allowed to vary freely; (2) a second and final fit was applied where the PA and flattening were fixed to the median values measured from step (i). Due to the asymmetry in the flux distribution of the C2 components, we applied the fits described above only to the region within $r \lesssim 1.2$ kpc where relatively complete ellipses required for the fits can be drawn from the data, and extrapolate the best-fit circular velocity field to the south where the blueshifted emission are mostly seen. For the C1 component, the residual velocities (defined as the difference between the observed $v_{50}$ and the circular velocities from the best-fit) are consistent with random noise as expected, suggesting that the kinematics of the C1 component can be described as a rotating disk. For the C2 component, on the contrary, we find that there are significant negative residual
velocities in the southern portion of the galaxy. This is consistent with our earlier statement that the blueshifted emission on the south side is likely originating from the near side of a biconical outflow.

C.1.1.2 Flux Radial Profiles

The [O III] $\lambda$5007 flux radial profiles shown in Fig. C.3 confirm that the individual velocity components in J0100−01 are spatially resolved in the KCWI data. There is a weak trend for the C2/C1 flux ratios to increase radially, further indicating that these components have slightly different flux distributions as stated in Section C.1.1.1.

Figure C.4: Same as Fig. C.1 but for J0811+23, where a single Gaussian component is sufficient to fit the [O III] $\lambda$5007 line profiles.
Figure C.5: Same as Fig. C.2 but for J0811+23.

Figure C.6: Same as the top panel of Fig. C.3 but for J0811+23.
C.1.2  J0811+23

The results of our analysis of the KCWI data of J0811+23 are presented in Fig. C.4–C.6.

C.1.2.1  Maps of the [O III] λ5007 Flux and Kinematics

A single Gaussian component is sufficient to fit the [O III] λ5007 line profiles in this object. The values of $v_{50}$ (Fig. C.4) are everywhere blueshifted with respect to those of the stellar component (Fig. C.5) and show a gradient from $\sim -60$ to $\sim -20$ km s$^{-1}$ along PA $\sim -80^\circ$, which is not seen in the stellar velocity field. The line widths of the emission lines are also on average larger than the velocity dispersions of the stellar components (median $W_{80} \sim 140$ and 90 km s$^{-1}$, respectively).

These results show that the kinematics of the ionized gas cannot be described by pure rotation. The blueshifted ionized gas likely takes part in a bulk outflow. We speculate that the $v_{50}$ gradient seen in [O III] λ5007 may be caused by geometrical effects and/or internal velocity gradient in the outflow itself, given that the stellar components show no obvious rotation.

C.1.2.2  Flux Radial Profiles

The [O III] λ5007 flux radial profile (Fig. C.6) is clearly more extended than the PSF, consistent with the presence of a clear, spatially resolved velocity gradient in the ionized gas.

C.1.3  J0840+18

Fig. C.7–C.9 display the results of our analysis of the KCWI data on J0840+18.
Figure C.7: Same as Fig. C.4 but for J0840+18, where a single Gaussian component is sufficient to fit the [O III] \( \lambda 5007 \) line profiles. This is the only object in our sample without a clear sign of outflow.

Figure C.8: Same as Fig. C.5 but for J0840+18.
C.1.3.1 Maps of the [O \textsc{III}] $\lambda$5007 Flux and Kinematics

A single Gaussian component is sufficient to fit the [O \textsc{III}] $\lambda$5007 line profiles. The map of [O \textsc{III}] $\lambda$5007 $v_{50}$ (Fig. C.7) shows a clear gradient ($-30$ km s$^{-1}$ to $+20$ km s$^{-1}$) similar to that of the stellar $v_{50}$ (Fig. C.8). The line widths of the emission lines are smaller than the velocity dispersions of the stellar component. These results suggest that the ionized gas is simply rotating within the galaxy in the same direction as the stars. No clear evidence of outflow is seen in this object.

C.1.3.2 Flux Radial Profiles

The [O \textsc{III}] $\lambda$5007 flux radial profile (Fig. C.9) is clearly more extended than the PSF, which is consistent with the spatially resolved velocity gradients seen in both the ionized gas and underlying stellar population.
C.1.4 J0842+03

J0842+03 was observed with both GMOS and KCWI. The results derived from these two independent data sets agree well with each other. While the GMOS data trace the structures on small spatial scale better than the KCWI data, the KCWI data allow us to probe the fainter emission on the outskirts of the galaxy host.

Fig. C.10–C.12 present the maps of the [O III] $\lambda 5007$ flux and kinematics, the map of the stellar kinematics, and the [O III] $\lambda 5007$ flux radial profiles of the individual velocity components. The line ratio maps and spatially resolved BPT and VO87 diagrams are shown in Fig. C.13–C.14.

C.1.4.1 Maps of the [O III] $\lambda 5007$ Flux and Kinematics

Two Gaussian components (C1 and C2) are enough to describe the [O III] $\lambda 5007$ emission line profiles in this system (as already shown in Fig. 4.1). The projected distribution of the [O III] $\lambda 5007$ emission, both velocity-integrated and in the individual velocity components, is largely symmetric with respect to the galaxy center.

The emission line profiles are in general blueshifted with respect to the systemic velocity (median $v_{50} \simeq -110$ km s$^{-1}$ in the GMOS data and $\simeq -70$ km s$^{-1}$ in the KCWI data) and show a clear velocity gradient (see the bottom rows in Fig. C.10). The line widths are also much broader than the stellar velocity dispersions (see Fig. C.11). This indicates that the kinematics of the ionized gas are dominated by non-rotational motion.

The C1 component is on average blueshifted by 80 km s$^{-1}$ in the GMOS data and 30 km s$^{-1}$ in the KCWI data, but shows a clear velocity gradient (with $v_{50}$ ranging from $\sim -110$ km s$^{-1}$ to $\sim -20$ km s$^{-1}$ in the GMOS data, and from $\sim -60$ km s$^{-1}$ to $\sim +10$ km s$^{-1}$ in the KCWI data).
Figure C.10: Same as Fig. C.1 but for the GMOS data (left) and KCWI data (right) of J0842+03, where two velocity components C1 and C2 are needed to adequately fit the emission-line profiles. The orientation of the maps are noted at the top of each panel and are different from each other. In the left column of the right panel (KCWI data), the GMOS footprint is overplotted as a blue rectangle with the 0 o’clock direction noted by the blue arrow. Note that the color bars in the right column of each panel ($v_{50}$) are centered on a negative velocity for a better visualization of the velocity gradients in both the C1 and C2 components.
with an orientation of the gradient (PA ≃ 220°) that is similar to that of the stellar velocity field. The line widths of the C1 component are in general narrow (median $W_{80} \simeq 200$ km s$^{-1}$), similar to the stellar velocity dispersion. The C1 component likely represents a mixture of both rotating and outflowing gas.

The C2 component is in general significantly blueshifted with respect to the systemic velocity ($v_{50}$ down to $\sim -220$ km s$^{-1}$ in the GMOS data, and $\sim -160$ km s$^{-1}$ in the KCWI data) and much broader ($W_{80}$ up to $\sim 650$ km s$^{-1}$ in the GMOS data and $\sim 750$ km s$^{-1}$ in the KCWI data) than the C1 component. The C2 component is thus most likely associated with outflowing gas. A clear gradient is seen in the $v_{50}$ of the C2 component, suggesting that the outflowing gas may have an intrinsic velocity structure and/or an asymmetrical geometry with respect to the line-of-sight. As the orientation of the velocity gradient of the C2 component is similar to that of the
Figure C.12: Same as Fig. C.3 but for the GMOS data (left) and KCWI data (right) of J0842+03.
Figure C.13: Emission line diagnosis for the C1 component of J0842+03. Top row: Line ratio maps of [O III]/Hβ, [N II]/Hα, [S II]/Hα and [O I]/Hα, from left to right. Bottom row: Standard BPT and VO87 diagrams. The data points are color-coded according to their projected distance (in kpc) to the spaxel with peak emission line flux. The large red open star in each panel indicates the line ratios derived from the spatially-integrated spectrum. In all panels, the solid line is the theoretical line separating AGN (above right) and star-forming galaxies (below left) from Kewley et al. [2001]. In the left panel, the dashed line is the empirical line from Kauffmann et al. [2003] showing the same separation. Objects between the dotted and solid lines are classified as composites. In the middle and right panels, the diagonal dashed line is the theoretical line separating Seyferts (above left) and LINERs (below right) from Kewley et al. [2006].
Figure C.14: Same as Fig. C.13 but for the component C2.
C1 component, an alternative explanation for this gradient is that the outflowing gas may have inherited a portion of the angular momentum from the galaxy.

C.1.4.2 Flux Radial Profiles

The fluxes from both velocity components are clearly more extended than the PSF (top panels in Fig. C.12), consistent with the resolved velocity structures seen in the kinematics maps (Fig. C.10). There is a slight trend for the C2/C1 flux ratio to increase radially outward in the KCWI data beyond radii of $\sim 0.5$ kpc (bottom right panel in Fig. C.12); this trend is not detected in the GMOS data.

C.1.4.3 Ionization Diagnosis

Here we examine the ionization properties of individual velocity components based on the GMOS data with emphasis on the line ratios in the BPT and VO87 diagrams. The KCWI data are not discussed in this context because they do not cover H$\alpha$ and the other important line diagnostcs in the red.

The $[\text{OIII}]/\text{H}\beta$ ratios of both the C1 and C2 velocity components are roughly constant across the map. The other three line ratios, $[\text{NII}]/\text{H}\alpha$, $[\text{SII}]/\text{H}\alpha$, and $[\text{OII}]/\text{H}\alpha$, are also roughly constant or show only mild radial trends.

The spatially-integrated line ratios of the C2 component fall in the AGN region in all three BPT and VO87 diagrams, while for the C1 component, they lie in the AGN region only in the $[\text{OII}]/\text{H}\alpha$ diagram. Instead, the spatially-integrated line ratios of C1 components are in the composite region of the $[\text{NII}]/\text{H}\alpha$ diagram and in the star-forming region of the $[\text{SII}]/\text{H}\alpha$ diagram.
For individual spaxels, the line ratios of the C2 component within \( r \approx 0.5 \text{ kpc} \) are AGN-like in all three diagrams, while those of the C1 component suggest a significant contribution from star-forming activity, as the majority or a significant fraction of the spaxels are located in the composite regions of the \([\text{N II}]/\text{H\alpha}\) diagram, and in the star-forming region of the \([\text{S II}]/\text{H\alpha}\) diagram.

C.1.5 J0906+56

J0906+56 was observed with both GMOS and KCWI. While the KCWI data has a larger field of view, and detect emission lines out to a larger physical scale, the results from both data sets agree with each other in general, as in the case of J0842+03.

The maps of the \([\text{O III}] \lambda 5007\) flux and kinematics, stellar kinematics, as well as \([\text{O III}] \lambda 5007\) flux radial profiles of individual velocity components for this object are shown in Figs. C.15–C.17. The line ratio maps and spatially resolved BPT and VO87 diagrams are shown in Figs. C.18–C.19. The map of the stellar kinematics based on the GMOS data is significantly more uncertain than the map based on the KCWI data due to the lower S/N in the stellar continuum in the former. Therefore, only the stellar kinematics maps based on the KCWI data are shown in Figure C.16.

C.1.5.1 Maps of the \([\text{O III}] \lambda 5007\) Flux and Kinematics

The emission line profiles in this object are generally broad, with \( W_{80} \) reaching \( \sim 650 \text{ km s}^{-1} \) in the GMOS-based maps and \( \sim 670 \text{ km s}^{-1} \) in KCWI-based maps. Up to three Gaussian components are needed to properly fit the \([\text{O III}] \lambda 5007\) line emission. The stellar components
Figure C.15: Same as Fig. C.10 but for the GMOS data (left) and KCWI data (right) of J0906+56, where three velocity components C1, C2, and C3 are needed to adequately fit the emission-line profiles.
Figure C.16: Same as Fig. C.2 but for J0906+56.

Figure C.17: Same as Fig. C.3 but for the GMOS data (left) and KCWI data (right) of J0906+56.
Figure C.18: Emission line diagnosis for the sum of the host component C1 + outflow component C2 of J0906+56. Top row: Line ratio maps of $[\text{O III}]/\text{H}\beta$, $[\text{N II}]/\text{H}\alpha$, $[\text{S II}]/\text{H}\alpha$ and $[\text{O I}]/\text{H}\alpha$, from left to right. Bottom row: Standard BPT and VO87 diagrams. The data points are color-coded according to their projected distance (in kpc) to the center of the galaxies. The large red open star in each panel indicates the line ratios derived from the spatially-integrated spectrum. The presentation style and meaning of the symbols are the same as in Figs. C.13 and C.14.
Figure C.19: Same as Fig. C.18 but for the outflow component C3.
show a clear velocity gradient with a PA $\simeq 30^\circ$ and a velocity range from $\sim -40$ km s$^{-1}$ to $\sim +90$ km s$^{-1}$.

The maps of the velocity-integrated [O III] $\lambda 5007$ flux and of the individual velocity components all show a roughly circular morphology. There are no clear offsets among the flux peaks of the global and flux individual components except for that of C1 components in the GMOS data, which is slightly offset to the east by $\sim 1$ spaxel (0.2") with respect to that of the global flux.

The C1 component shows a clear velocity gradient (with $v_{50}$ varying from $\sim -30$ km s$^{-1}$ to $+30$ km s$^{-1}$ in the GMOS data, stretching to $\sim \pm 50$ km s$^{-1}$ in the KCWI data). The orientation of the velocity gradient (PA $\simeq 30^\circ$) is very similar to that of the stellar velocities, while the velocity range of the C1 gas component ($\sim \pm 50$ km s$^{-1}$) is slightly smaller than that of the stars ($\sim -40$ to $\sim +90$ km s$^{-1}$) on the same spatial scale. The line width of the C1 component is generally narrow (median $W_{80} \simeq 110$ km s$^{-1}$ in the KCWI data), comparable to the stellar velocity dispersions. The C1 component represents the quiescent rotating material within the host galaxy.

In contrast, the C3 component is generally blueshifted (with $v_{50}$ down to $-50$ km s$^{-1}$ in the GMOS data and $-70$ km s$^{-1}$ in the KCWI data) with respect to the systemic velocity derived from the stellar velocity field, and the line widths are very large (with $W_{80}$ reaching $\sim 1200$ km s$^{-1}$ in the GMOS data and $\sim 1250$ km s$^{-1}$ in the KCWI data). These characteristics are strong evidence of a fast outflow in this system.

The C2 component is in general redshifted with respect to the system velocity (with a median $v_{50}$ of $\sim +30$ km s$^{-1}$ in the GMOS data and $\sim +60$ km s$^{-1}$ in the KCWI data), and the line widths are clearly broader (median $W_{80} \simeq 350$ km s$^{-1}$ and $\simeq 430$ km s$^{-1}$ in the GMOS and KCWI data, respectively) than those of the C1 components and the stellar velocity dispersions. No clear spatial gradient is seen in either quantities. One possibility is that the C2 component
represents the far side of the same outflow traced by the C3 component. The smaller absolute velocities and smaller line widths of the C2 component can be explained in this picture if only a portion of the redshifted gas is visible, where the broader, more redshifted portion of the outflow is blocked by the galaxy itself. Alternatively, the C2 component may represent non-outflowing ionized gas in the (extended) narrow-line region (NLR) of the AGN, similar in line widths to NLR gas in other Seyfert 2 Galaxies [e.g. Netzer, 1990].

Interestingly, a pc-scale (∼47 pc) radio jet was recently reported in this target [Yang et al., 2020], which might be an important energy source for the outflowing ionized gas on kpc scale [e.g. Zakamska and Greene, 2014, Morganti et al., 2015, Ramos Almeida et al., 2017]. It is difficult to directly connect this radio jet to the outflowing ionized gas revealed by our data, due to the large difference in physical scales between the two, and our data do not provide clear information on the orientation of the outflow in the sky plane. Nevertheless, it seems that the radio jet might have enough kinetic energy ($P_{\text{jet}} = 10^{42.6\pm0.7}$ erg s$^{-1}$) to drive the ionized gas outflow, assuming a simple scaling relation between radio luminosity and jet power [Yang et al., 2020].

C.1.5.2 Flux Radial Profiles

The radial profiles of the velocity components are all slightly more extended than the PSF based on the GMOS data, where the fluxes are on average larger than the corresponding PSF values at the ∼2-σ level at $r \simeq 0.8$ kpc in the GMOS data. For the KCWI data, the more extended PSF of the data makes the flux excesses less significant, although flux excesses are still seen for the C1 and C3 components at $r \simeq 1.3$ kpc (Fig. C.17). When comparing the fluxes of individual
velocity components, the C3 component has a radial distribution that is very similar to that of the C1 component in both IFU data sets. Since C1 shows a clear, spatially resolved velocity gradient, the C3 component is also likely spatially resolved by our data. However, the C2 component is slightly more compact than the other two, where the C2/C1 flux ratios drops to \( \sim 0.1–0.2 \) at \( r \gtrsim 1 \) kpc in both GMOS and KCWI data.

### C.1.5.3 Ionization Diagnosis

Here we examine the ionization properties of individual velocity components based on the GMOS data in the same manner as that for J0842+03. For the calculations of line ratios below, we combine the fluxes of the C1 and C2 components since i) we are interested in the difference, if any, between the pure, rapidly outflowing gas and the other gas components; ii) the C1 component is significantly fainter and less spectrally resolved, and thus has more uncertain line ratios than the other two components. For both the C3 and C1+C2 components, the \([\text{O}\ III]/\text{H}\beta\) ratios are roughly constant across the map. The other three line ratios, \([\text{N}\ II]/\text{H}\alpha\), \([\text{S}\ II]/\text{H}\alpha\), and \([\text{O}\ I]/\text{H}\alpha\), are also roughly constant or show only rather mild radial trends.

Both the C3 and C1+C2 components show spatially-integrated line ratios consistent with AGN in all three BPT and VO87 diagrams. For both the C3 and C1+C2 components, the line ratios of individual spaxels are also dominated by AGN-like line ratios, at least within \( r \approx 0.7 \) kpc. The \([\text{N}\ II]/\text{H}\alpha\) and \([\text{S}\ II]/\text{H}\alpha\) ratios are in general smaller than those measured in the more luminous AGN with more massive host galaxies. This is consistent with the lower gas-phase metallicity expected from this dwarf galaxy (\( \log M_*/M_\odot = 9.36 \); Table 5.1).

For the C3 component, there is a possible trend that line ratios in spaxels at larger radii...
are closer to the dividing lines of AGN and star-forming activity in all three BPT and VO87 diagrams. This is perhaps a sign that the ionization parameter decreases with increasing radii, as is generally the case in AGN, and/or that the relative contribution to the ionization/excitation from possible star-forming activity increases at larger radii.

C.1.6 J0954+47

The maps of the [O III] $\lambda$5007 flux and kinematics, the map of stellar kinematics, and the [O III] $\lambda$5007 flux radial profiles of the individual velocity components in this object are presented in Fig. C.20–C.22.

C.1.6.1 Maps of the [O III] $\lambda$5007 Flux and Kinematics

Three velocity components (C1, C2, and C3) are needed to describe the [O III] $\lambda$5007 line profiles in this system. The flux maps of the total emission line and individual components show a circular morphology in general. The map of the median velocities $v_{50}$ of the overall emission line profiles shows a gradient similar to that of the C1 component, although the C1 component is slightly more redshifted on average.

The C1 component shows a clear velocity gradient with $v_{50}$ varying from $\sim$0 km s$^{-1}$ to $\sim$+20 km s$^{-1}$, with a position angle similar to that of the stellar velocity field (PA $\simeq$ $-45^\circ$; Fig. C.21). The line widths are small in general (median $W_{80} \simeq 70$ km s$^{-1}$), similar to the velocity dispersion of the stellar component. These results suggest that the C1 component is largely rotating in the potential well of the galaxy, but with a smaller velocity amplitude (the values of $v_{50}$ of the [O III] $\lambda$5007 C1 component are on average $\sim$10–20 km s$^{-1}$ smaller in absolute terms.
Figure C.20: Same as Fig. C.1 but for J0954+47 based on the KCWI data.
The C2 component is generally close to the systemic velocity except in the southwestern region, where they are significantly blueshifted (by as much as $\sim 70$ km s$^{-1}$) and slightly broader than in other parts of the galaxy. These blueshifted and broad velocity profiles may indicate the presence of outflowing and/or turbulent gas.

The C3 component is significantly blueshifted with respect to the systemic velocity ($v_{50}$ down to $\sim -80$ km s$^{-1}$) and show large line width ($W_{80}$ up to $\sim 1100$ km s$^{-1}$). Mild radial gradients are seen in these quantities. The large line widths and clear blueshifts of the C3 component strongly suggest that they are associated with a fast outflow.
Figure C.22: Same as Fig. C.3 but for J0954+47.
C.1.6.2 Flux Radial Profiles

The [O III] $\lambda 5007$ flux radial profiles of the individual velocity components are largely consistent with the PSF within 1 kpc, but all show excess emission (up to $\sim 4\sigma$ level) beyond $\sim 1$ kpc. The flux ratios of C2/C1 and C3/C1 scatter around unity in general, suggesting that they share a similar radial distribution. The C3 components might thus be spatially resolved by our data, as the C1 and C2 components are very likely so judging from the clear spatial velocity gradients/structures seen in the $v_{50}$ maps.

C.1.7 J1005$+12$

The results on this object are presented in Fig. C.23–C.25, in the same format as that for J0954$+47$.

C.1.7.1 Maps of the [O III] $\lambda 5007$ Flux and Kinematics

Three velocity components (C1, C2, and C3) are required to fit the [O III] $\lambda 5007$ line profiles adequately in this object. The values of $v_{50}$ of the overall emission line profiles are slightly blueshifted ($\sim -30$ km s$^{-1}$), and show a gradient along PA $\simeq 30^\circ$ that is very similar to that of the C1 component.

The C1 component shows a clear velocity gradient with $v_{50}$ ranging from $\sim -40$ km s$^{-1}$ to $\sim 10$ km s$^{-1}$, but this gradient is not centered on the systemic velocity and is perpendicular (PA$\simeq 150^\circ$) to that seen on a slightly large spatial scale in the stellar velocity field (PA $\simeq 60^\circ$). The line widths of the C1 component are in general narrow (median $W_{80} \simeq 80$ km s$^{-1}$), similar to the stellar velocity dispersions. If we interpret the velocity gradient of the C1 component as
Figure C.23: Same as Fig. C.1 but for J1005+12.
a sign of rotation, the different angular momentum of the C1 component relative to that of the
stellar component suggests that the C1 component consists of gas acquired externally after the
stars in the galaxy were already in place [e.g. Chen et al., 2016]. The overall blueshift of the C1
component may also hint at the influence of an outflow (see below).

The C2 component shows a dramatic velocity gradient where $v_{50}$ vary from $\sim-100$ km
s$^{-1}$ to 50 km s$^{-1}$. The kinematic major axis of the C2 component has a PA $\simeq 135^\circ$, offset
from those of the C1 component and stellar velocity field. The line widths of the C2 component
are also significantly larger (median $W_{80} \simeq 440$ km s$^{-1}$) than those of the C1 component. The
interpretation of the C2 component is unclear; it may represent a mixture of rotating, turbulent
and outflowing gas in the galaxy.

The nature of the C2 component is further explored by fitting the $v_{50}$ map of this component
with *Kinemetry*, following the same procedure as in Appendix C.1.1.1. The residual velocities

Figure C.24: Same as Fig. C.2 but for J1005+12.
Figure C.25: Same as Fig. C.3 but for J1005+12. Contrary to Fig. C.3, the data points of C1 and C2 components beyond the maximal spatial extent of the C3 component are shown instead.
(observed $v_{50} -$ best-fit circular velocities) show absolute amplitudes similar to those of the best-fit circular velocities. This suggests that a pure, rotating disk cannot explain the kinematics of the C2 component alone, which further supports our statement in the previous paragraph that it is partially affected by outflowing gas.

The C3 component is blueshifted ($v_{50}$ down to $\sim-200$ km s$^{-1}$) and shows large line widths ($W_{80}$ up to $\sim1200$ km s$^{-1}$). Mild radial gradients are seen in these quantities. The large line widths and clear blueshifts of the C3 component suggest that they are most likely due to a fast outflow.

C.1.7.2 Flux Radial Profiles

The [O III] $\lambda5007$ flux radial profiles of the individual velocity components are largely consistent with the PSF within $\sim0.2$ kpc, but excess flux is detected (at the $\sim4-\sigma$ level on average) beyond 0.2 kpc in C1 and C2 velocity components (Fig. C.25). The flux ratios among individual velocity components are in general scattered around unity within 0.2 kpc, suggesting no difference of radial flux distributions among the three velocity components. However, the C2 component may have slight flux excess compared to the C1 component beyond $\sim0.3$ kpc.

C.1.8 J1009+26

The results of our analysis of the KCWI data for J1009+26 are presented in Fig. C.26–C.28.
C.1.8.1 Maps of the [O III] $\lambda 5007$ Flux and Kinematics

Two Gaussian components are sufficient to describe the [O III] $\lambda 5007$ emission line profiles in this object. The maps of $v_{50}$ and $W_{80}$ of the overall line profiles show apparent gradients and structures that are very similar to those of the C1 component (Fig. C.26).

The values of $v_{50}$ in the C1 component are on average slightly blueshifted ($\sim -10$ km s$^{-1}$) compared with the stellar velocities (shown in Fig. C.27). The PA of the $v_{50}$ gradient is $\sim 0^\circ$, similar to that of the gradient of the stellar components. The line widths of the C1 components are once again narrow (median $W_{80} \simeq 80$ km s$^{-1}$), and similar to the stellar velocity dispersions. The C1 component appears to be associated with gas that is largely rotating within the galaxy, but the slight overall blueshift may be a sign of a small bulk outflow.

The flux peak of the C2 component is slightly offset from that of the C1 component by $\sim 0.15''$ (1 spaxel) to the southeast. The map of $v_{50}$ of the C2 component shows a clear gradient along the SE-NW direction (PA $\simeq -40^\circ$), much steeper ($v_{50}$ varies from $-60$ km s$^{-1}$ to 40 km s$^{-1}$) and offset in position angle with respect to that seen in the C1 component. The line widths of the C2 component are also much broader than those of the C1 component (with $W_{80}$ reaching 480 km s$^{-1}$), and no clear spatial structure is seen. The C2 component may represent a tilted, biconical outflow, like that of J0100$-01$, where the near (NW) side of the outflow is blueshifted and the far (SE) side is redshifted. Alternatively, the apparent bisymmetry of the velocity field of the C2 component may be interpreted as a rotating structure, but the large line widths indicate that the gas is turbulent.

This result is confirmed using Kinemetry: while the residual velocities (observed $v_{50} -$ best-fit circular velocities) for the C2 component do not show clear patterns indicative of biconical
outflowing gas, the best-fit circular velocity field of the C2 component has significantly larger amplitudes and a clearly different position angle when compared to those of the C1 component, as reported above from our visual examination of the observed kinematic maps.

C.1.8.2 Flux Radial Profiles

As shown in Fig. C.28, the flux radial profiles of both velocity components are clearly more extended than the PSF, which is consistent with the spatial gradient clearly seen in the $v_{50}$ maps. The C2 component has excess flux relative to the C1 component beyond $\sim 0.3$ kpc, where the flux ratios reach a maximum of $\sim 10$ at around 0.7 kpc.
Figure C.26: Same as Fig. C.1 but for J1009+26.
Figure C.27: Same as Fig. C.2 but for J1009+26.
Figure C.28: Same as Fig. C.3 but for J1009+26.
Appendix D: Appendix for Chapter 5

D.1 AGN Luminosity and SFR of J0954+47

The AGN luminosity and SFR of J0954+47 are the two fundamental physical properties on which the discussions on the energy source and impact of the outflow are based. The AGN luminosity can also be obtained by integrating the AGN spectrum (scaled by the observed monochromatic continuum luminosity at 1320 Å) adopted for the photoionization modeling in Section 5.3.2.1, which gives \( \log(L_{AGN}) \approx 42.8 \) \( \text{erg s}^{-1} \). This is an order of magnitude smaller than the [O III] \( \lambda 5007 \) based \( L_{AGN} \). Each of the two estimates of \( L_{AGN} \) has its own caveat. For the FUV-based one, zero extinction is assumed and \( \log(L_{AGN}) \) may be underestimated. The departure of the intrinsic AGN radiation from the adopted AGN spectrum is also not known. For the O III-based one, the uncertainty of the scaling factor is mainly due to the large scatter of the scaling relation Lamastra et al. [2009]. To make our analysis more self-consistent, we adopt the FUV-based \( L_{AGN} \) in our following discussion on the outflow detected through the FUV absorption features.

As for the SFR, the O II-based upper limit \((<0.3 \, \text{M}_\odot \, \text{yr}^{-1})\), as reported in L20, is obtained by adopting the empirical relation calibrated for AGN only Ho [2005]. In addition, two more upper limits, based on the FUV luminosity \((<0.08 \, \text{M}_\odot \, \text{yr}^{-1})\) and FUV+MIR luminosities \((<1.9 \, \text{M}_\odot \, \text{yr}^{-1})\), are reported in Latimer et al. [2021]. Both values are deemed upper limits as the scaling
relations adopted are calibrated based on star-forming galaxies and the AGN contamination to the FUV and MIR luminosities are not subtracted. The FUV-only one may be a bit low as it does not account for the dust-obscured star formation activity. The FUV+MIR-based one is too high: J0954+47 is classified as AGN in all popular WISE-based MIR diagnosis [e.g. Jarrett et al., 2011, Mateos et al., 2012]. The MIR luminosity is thus likely dominated by the AGN rather than the star formation, leading to a significant overestimate of SFR. In all, we adopt the OII-based upper limit on SFR in the following discussions.

D.2 Full G160M Spectra of Our Objects

The full HST/COS G160M spectra of J0906+56, J0954+47 and J1009+26 are shown in Fig. D.1, D.2 and D.3.

---

1As far as we are concerned, the only exception is the diagnosis proposed by Assef et al. [2010] adopting all 4 WISE band.
Figure D.1: Full G160M spectrum for J0906+56. The expected locations of strong transitions at the systemic velocity are marked in red dashed lines. The expected locations of strong $z=0$ foreground absorption features are marked in blue dashed lines.
Figure D.2: Same as Fig. D.1 but for J0954+47.
Figure D.3: Same as Fig. D.1 but for J1009+26.
Appendix E: Facilities and Software

E.1 Facilities

A summary of facilities used in this thesis is listed below:

• Chandra

ACIS-S was used to obtain the X-ray images of Mrk 273 (Chapter 3).

• Gemini Telescope

GMOS was utilized to obtain the IFS data of dwarf galaxies with AGN (Chapter 4).

• Hubble Space Telescope

COS was used to obtain the FUV spectra of ULIRGs (Chapter 2) and dwarf galaxies with AGN (Chapter 5).

• Keck Telescope

KCWI was utilized to obtain the IFS data of dwarf galaxies with AGN (Chapter 4).

E.2 Softwares

A summary of software used in this thesis is listed below:
• astropy [Astropy Collaboration et al., 2013, 2018]

• CALCOS (https://github.com/spacetelescope/calcos)

• CIAO [Fruscione et al., 2006]

• IFSFIT [Rupke, 2014a]

• IFSRED [Rupke, 2014b]

• LINMIX_ERR [Kelly, 2007]

• LMFIT [Newville et al., 2016]

• NumPy [Harris et al., 2020]

• pPXF [Cappellari, 2017]

• pymccorrelation [Privon et al., 2020]

• SciPy [Virtanen et al., 2020]
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