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Star formation processes originating from dense molecular clouds leave us a molecular
universe. How molecules probe the physical conditions at different star-forming stages and
how the physical environments control the formation of the chemical inventory becomes a key
question to pursue. In the past, the understanding of this problem is impeded by instrumental
limitations. With instruments advanced in sensitivity and spatial/spectral resolution, this thesis
investigates the molecular environment of different star-forming regions.

Half of this thesis (Chapter 2 and Appendix A) focuses on mapping cold dense molecular
gas in an external galaxy, IC 342, at 3 Mpc. The distribution of molecular gas was efficiently
mapped with a set of density-sensitive tracers with Argus. Argus is the first array receiver
functioning at 3 mm on the 100 m Green Bank Telescope (GBT) and provides a resolution of 6" -
10”. As this study was conducted in the early era of Argus’ deployment, valuable information on

the instrument’s behavior is learned. The resolved molecular maps characterize the fundamental



physical properties of the clouds including the volume density and the excitation conditions.
Comparisons with results from radiative transfer modeling with RADEX help to decrypt this
information. The high spatial resolution of Argus also provides an opportunity in inspecting a
scale-scatter breakdown of the gas density-star formation correlation in nearby galaxies and in
investigating the influence of a finer spatial resolution on the correlation.

The other half of the thesis (Chapters 3 and 4) studies the hot core, an embedded phase
during massive star formation, of a proto-binary system W3 IRS 5 at 2.2 kpc. Rovibrational
transitions of gaseous HyO, CO, and isotopologues of CO were detected with mid-IR absorption
spectroscopy. The high spectral resolution (R ~50,000-80,000) not only separates each transi-
tion individually but also decomposes different kinematic components residing in the system
with a velocity resolution of a few km s~!. Physical substructures such as the foreground cloud,
high-speed “bullet”, and hot clumps in the disk surface are identified. Characterization of the
physical substructures is conducted via the rotation diagram analysis and curve-of-growth anal-
yses. The curve-of-growth analyses, under either a foreground slab model or a disk model, take
account of the optical depth effects and correct the derived column densities by up to two orders
of magnitude. The disk model specifically suggests a disk scenario with vertically-decreasing
temperature from mid-plane, which is intrinsically different from externally illuminated disks
in the low-mass protostellar systems that have hot surfaces. Connections between physical
substructures and chemical substructures were also established. Investigations on chemical

abundances along the line of sight reveal the elemental carbon and oxygen depletion problem.
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Preface

The research presented in this thesis has been either previously published or at advanced
stages for submission.

Chapter 2 is presented with minimal changes and is going to be submitted to the Astro-
physical Journal (Ap]) as “Argus/GBT Observations of Molecular Gas in the Inner Regions of
IC 342”. The authors are Jialu Li, Andrew I. Harris, Erik Rosolowsky, Amanda A. Kepley, David
Frayer, Alberto D. Bolatto, Adam K. Leroy, Jennifer Donovan Meyer, Sarah Church, Joshua Ott
Gundersen, Kieran Cleary, and other DEGAS team members.

Chapter 3 is presented with minimal changes since publication in Ap] as “High-Resolution
M-band Spectroscopy of CO towards the Massive Young Stellar Binary W3 IRS5” (Li et al., 2022).
The authors are Jialu Li, Adwin Boogert, Andrew G. Barr, and Alexander G. G. M. Tielens.

Chapter 4 is presented with minimal changes and has been submited to Ap] as “High-
resolution SOFIA/EXES Spectroscopy of Water Absorption Lines in the Massive Young Binary
W3 IRS 5”. The authors are Jialu Li, Adwin Boogert, Andrew G. Barr, Curtis DeWitt, Maisie
Rashman, David Neufeld, Nick Indriolo, Yvonne Pendleton, Edward Montiel, Matt Richter, J. E.

Chiar, and Alexander G. G. M. Tielens.
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Chapter 1: Introduction

Simple elements, including C, N, O, and H, come together to form life on the Earth. In
the prebiotic era, these elements were locked up in volatiles such as H,O, NH3, CHy, CO, COs,
H,CO, and CH30H. These species were delivered to the Earth in molecular form via a variety
of physical processes, including the assemblage of rocky planets from asteroidal bodies (Jo-
hansen et al.,, 2014; Raymond et al., 2014), accretion of pebbles drifting in from the outer solar
system (Lambrechts & Johansen, 2012; Ormel & Klahr, 2010), and delivery by comets during
the late heavy bombardment (Chyba et al., 1990). Therefore, the organic inventory of the Earth
reflects the chemical heritage from a wide range of conditions in the solar system.

Such a chemical heritage can be further traced back to star formation processes originat-
ing from dense molecular clouds (Figure 1.1), although as far as we know, not all star-forming
systems are fortunate enough to end up with an Earth. As physical and chemical evolutions pro-
ceed hand in hand during star formation, understanding the interplay between these evoltions
becomes a key question of astrophysics and astrochemistry: How do the molecules probe the
physical conditions at different star-forming stages and help to understand the temporal evo-
lutionary scenario, and how do the physical environments control the formation of the organic
inventory?

Progress in answering the question above is driven by new observational data. On the
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Figure 1.1: Lifecycle of gas and dust in interstellar space. Characteristic molecules at each of
the star- and planet formation and stellar death stages are indicated. Figure adapted from van
Dishoeck (2018). Image by Bill Saxton (NRAO/AUI/NSF) and molecule pictures from the As-

trochymist.

one hand, although Sir Arthur Eddington pointed out some 100 years ago that “it is difficult
to admit the existence of molecules in interstellar space because when once a molecule be-
comes dissociated there seems no chance of the atoms joining up again” (Eddington, 1926), as
of late May 2022, about 270 molecules' (ignoring the isotopologues) have been identified in
the interstellar medium (ISM). On the other hand, our view has also expanded to a variety of
physical scales with a deeper understanding. On galactic scales, the distribution of molecular
gas was extensively observed through measurements of the CO J =1-0 transition, with which

debates on the large-scale distribution of Hy in the Galaxy and molecular cloud lifetimes are
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resolved (Heyer & Dame, 2015). Of the large-scale molecular gas, the closer and denser cold
dark clouds are characterized as filamentary supersonic structures (tens to hundreds of parsec)
and starless subsonic cores (~0.1 pc) by millimeter/submillimeter lines from species such as CO,
CS, and NoH" (Bergin & Tafalla, 2007). As the scale decreases to the size of a singular forming
star, nowadays, the Atacama Large Millimeter/submillimeter Array (ALMA) is able to resolve
substructures of protoplanetary disks in the CO J =2-1 transition with a spatial resolution as
small as 5 au (e.g. the DSHARP survey, Andrews et al., 2018).

This thesis focuses on characterizing molecular clouds from galactic (kpc) scales down to
proto-stellar (thousands of au) scales. Specifically, we study in Chapter 2 cold, dense molecular
clouds that are resolved to hundreds of parsec in an external galaxy. The breakdown of degen-
erated physical conditions of dense molecular clouds at high spatial resolution is explored. We
use high-spectral resolution spectroscopy to investigate in Chapters 3 and 4 the hot cores of
several thousands of au dimensions in a massive protostellar system. Highly embedded cloud
structures are decomposed with a velocity resolution of a few km s~*. Multiple physical sub-
structures, such as foreground shells, outflows, and the disks therein, were identified, and their
connections with different chemical substructures were established.

The aim of this introductory chapter is to frame the current knowledge of star formation
processes and the basics of molecular spectroscopy for the reader (§ 1.1 and § 1.2). Readers who
feel familiar with the contexts may directly refer to § 1.1.3 and § 1.2.3, as these sections address
the main scientific questions asked by this thesis and emphasize specific concerns in analyzing
these questions. § 1.3 introduces the main observational instruments used in this thesis, and

§ 1.4 lists, with details, the contents of the remaining chapters.



1.1 Star Formation

1.1.1 Physical Scenario

The birth of a star, or, more specifically, the mass of a star at its birth, determines much
of how the star lives through its life. Low-mass stars (M < M) are much more numerous,
lock up most of the stellar mass in the Galaxy, and live long and rather peacefully. High-mass
(M > 8My) stars, while only making up less than 1% of the stellar population in the Milky
Way, consume fuel quickly, and strongly reshape the surrounding environment through their
intense ultraviolet (UV) radiation, energetic stellar winds, and violent explosions in the end.
The cumulative effects of this feedback regulate the immediate interstellar medium (ISM), and

ultimately govern the evolution of the host galaxies of the massive stars (Kennicutt, 2005).

1.1.1.1 Star-Forming Environment: Molecular Clouds

For either low- or high-mass stars, it is generally accepted that their formation starts
from the gravitational collapse of gas (Shu, 1977) inside cold, dense molecular clouds (Bergin
& Tafalla, 2007; Heyer & Dame, 2015), which are presented under Spitzer’s view in Figure 1.2.
Molecular clouds are cold (10-30 K), self-gravitating objects in which molecular material Hs
is the dominant constituent. Molecular clouds show complex, filamentary structures that are
partly hierarchical, and the gravity of molecular clouds is counterbalanced by thermal pressure,
magnetic fields, and turbulence. The cloud size spans across 2—-20 pc, the mean density (of Hs)
is from 10%2-10% cm~3, and the mass ranges from 10%2-10° M, (Bergin & Tafalla, 2007; Klessen,

2011).



Protostar “Yellowball”

Figure 1.2: This series of images show three evolutionary phases of massive star formation, as
pictured in infrared images from NASA’s Spitzer Space Telescope. The stars start out in thick
cocoons of dust (left), evolve into hotter features dubbed “yellowballs” (center), and finally blow
out cavities in the surrounding dust and gas, resulting in green-rimmed bubbles with red centers
(right). In this image, infrared light of 3.6 microns is blue; 8-micron light is green; and 24-micron
light is red. Credits: NASA/JPL-Caltech.

Stars form by the gravitational collapse of dense molecular gas under the density fluctu-
ation generated by supersonic turbulence. As gas clumps become gravitationally unstable, the
central density of the cloud clumps increases significantly and gives birth to a protostar (McKee
& Ostriker, 2007). Because the cloud always has some initial angular momentum, the infalling
gas ends up in a rotating disk through which mass continues to be transported to the central
object, the protostar. Bipolar jets and outflows are usually associated with disks, and push an
opening space and generate shocks through the surrounding environment and remove excess

angular momentum from the disk. When the central temperature and pressure are sufficient to
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Figure 1.3: Evolutionary sequence for high-mass and low-mass stars. Credits: Cormac Purcell.
The original figure is adapted from the personal website of Adam Ginsberg.

start fusion at the star’s core, the star reaches the Zero Age Main Sequence (McKee & Ostriker,
2007).

High-mass stars ignite hydrogen fusion before the collapse has ceased, and low-mass
stars ignite after the collapse has ceased. For massive protostellar objects, the Kelvin-Helmholtz
timescale, which represents the timescale on which a quasi-hydrostatic core contracts toward
hydrogen-burning densities and temperatures, is much shorter than the timescale of accre-
tion (McKee & Ostriker, 2007). The strong radiative forces that massive stars exert on gas and
dust may dramatically influence the accretion rate and the follow-up evolutionary stages (Fig-
ure 1.3). The formation process of massive stars is therefore not a simply scaled-up version of

low-mass star formation (Beuther et al., 2007; McKee & Tan, 2003).



1.1.1.2 Low-Mass Star Formation

The formation process of low-mass stars is quite well established both observationally
and theoretically (see Luhman, 2012; McKee & Ostriker, 2007; Shu et al., 1987, and references
therein). As illustrated by Figure 1.3, three major phases are involved (Shu, 1977; Shu et al.,
1987). In the pre-stellar phase (~ 5 x 10° yr), the core contracts quasi-statically and isothermally.
Energy is released in the form of radiation. Magnetic fields and turbulence provide important
support against the gravitational collapse process. As the collapse proceeds, the central object
contracts adiabatically, and eventually heats up. In this protostellar phase (~ 10° yr), a young
protostar, which is referred to as a T-Tauri object, begins to form, and the disk structure devel-
ops. As the star continues to gravitationally contract at this pre-main sequence stage, the core
continues to heat up. Accretion stops well before hydrogen burning starts. At the same time,
a Keplerian disk encircling the protostar is visible, because much of the matter is blown away.
This disk lasts for ~ 10°~7 yr, and is also referred to as a proto-planetary disk, because it is the
future formation site of planets (Williams & Cieza, 2011). This nascent system will continue to

evolve for ~ 10® yr under collisions between the planetesimals and planets.

1.1.1.3 High-Mass Star Formation

Understanding the formation processes of massive stars faces obstacles from the perspec-
tive of observation. Massive stars are rare, and those at their early formation stages are even
rarer, so these stars are usually distant from the observers. In their early stages, massive stars are
deeply embedded, and therefore are invisible at optical and near-infrared wavelengths. Massive

stars are seldom found to form in isolation (see Figure 1.3), so the highly clustered environment



only obscures their formation and evolution processes further.

There also exist theoretical difficulties for high-mass star formation. Massive stars arrive
on the ZAMS before the accretion ends, so the outward directed force associated with radiation
pressure has to be less than the gravitational force pulling material in (Wolfire & Cassinelli,

1987); viz.,

kL GM,

<
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=1 - i 251 1.1
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in which & is the opacity, L is the star luminosity, r is the radius, and M, is the stellar mass.
For a massive star of 10/, and 10* L, Keq ~ 10 cm?g~L. This is much smaller than the typical
opacity value of dusty ISM (x ~ 100 cm?*g '), and is referred to as the radiation pressure problem.

Several approaches have been established to reconcile the radiation problem. The gener-
ation of radiatively driven bubbles and disc-mediated accretion (Krumholz et al., 2009; Rosen &
Krumbholz, 2020) in monolithic collapse models (Krumholz et al., 2005; McKee & Tan, 2003) have
been developed as a way to overcome the radiation pressure barrier. The coalescence scenario
(Bally & Zinnecker, 2005; Bonnell et al., 1998) in high-stellar-density environments avoids the
radiation-pressure issues. The competitive accretion model (Bonnell et al., 2004; Bonnell & Bate,
2006) suggests that the forming stars accrete material that is not gravitationally bound to the
stellar seed. Each of these different scenarios has implications for cluster formation and binary
formation involving disks.

For high-mass, star-forming cores, the current proposed theoretical evolutionary sequence
is high-mass, starless cores (HMSCs) — high-mass cores harboring accreting low/intermediate-

mass protostar(s) destined to become a high-mass star(s) — high-mass protostellar objects (HM-



POs) — final stars (Beuther et al., 2007). Observationally, the embedded phases of massive pro-
tostellar objects are subdivided into infrared dark clouds (IRDC; starless core), hot molecular
cores (HMCs; proto-stellar object), hypercompact- and ultracompact-HII regions (HCHIIs and
UCHIIs), and compact and classical HII regions (Beuther et al., 2007). In the last two stages, fi-
nal stars have already been formed. As the formation and evolution proceed, the central object
warms and ionizes the environment, and drives a rich chemistry. Complex physical activities
are involved in the evolution as well, such as accretion disks, outflows, shocks, disk winds,
and these can leave their imprint on the chemical inventory (Cesaroni et al., 2007; Zinnecker &

Yorke, 2007).

1.1.2 Chemical Scenario

Although the stellar atmosphere produces and expels molecules and dust particles, most of
the unshielded molecules other than the largest are decomposed to atoms by harsh UV radiation
within ~100 years (van Dishoeck, 1988). The existence of molecules thus indicates that the
chemistry that forms the molecules is local in nature (Herbst & van Dishoeck, 2009).

The increasing chemical complexity of molecules proceeds with the formation process
(see Figure 1.4) of either low- or high-mass stars (see Caselli & Ceccarelli, 2012; Herbst & van

Dishoeck, 2009; Jorgensen et al., 2020, and references therein):

Pre-stellar phase: In this cold (~10 K) and dense (> 10°® cm~3) environment, gas-phase chem-
istry — dominated by ion-neutral reactions — and grain-surface chemistry occurring on the sur-
face of dust grains take the leading role. The gas-phase atoms and molecules freeze out onto the

dust grains and form thick icy mantles. The mobile H atoms on the grain surface hydrogenate



atoms and CO to form hydrogenated molecules such as water (H,0), formaldehyde (H,CO), and
methanol (CH3;OH) (Caselli & Ceccarelli, 2012). The other process in this phase is the photolysis

of icy mantles, which produces radicals.

Protostellar phase: 1In this phase, the inner envelope of the protostellar and ice mantles are
warmed. Radicals produced in the previous stage may diffuse (Herbst & van Dishoeck, 2009).
Sublimation of ice mantles also starts when the temperature is high enough — only 20 K for
volatile species such as CO, but ~100 K for more strongly bonded ice species such as H;O. This
stage with ice sublimation is generally better known as hot core or hot corino — one named
for high-mass systems, and the other for low-mass systems. Rich gas-phase ion-molecule
chemistry ensues after sublimation. For example, molecules formed on the dust surface in
the last period, such as methanol (CH3;OH), sublime and form more complex species, such as
HCOOCH3; (Charnley & Rodgers, 2005). Shocks are another source of rich chemical reactions.
As accretion goes on, outflows interact with the surrounding environments and create shocks at
the interface. In the shocks, dust grains are sputtered and vaporized. Neutral-neutral gas-phase
reactions take over, and produce complex molecules (Caselli & Ceccarelli, 2012).

Hot cores and hot corinos attract attention because they are among the richest molec-
ular environments, including the complex organic molecules (COMs), in space (Herbst & van
Dishoeck, 2009). Hot cores were first found in the massive protostellar system in the Orion
molecular clouds (OMC-1, Blake et al., 1987) based on the jump in molecular abundances. It
was some 15 years later that similar structures were confirmed to exist in low-mass protostellar
systems (Cazaux et al., 2003) under mechanisms that rich COMs form under gas-phase reactions

after the evaporation of ice. However, COMs in hot corinos and hot cores differ in the chem-
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Figure 1.4: The evolution of material from the prestellar core stage through the collapsing en-
velope (size ~0.05 pc or 10 AU) into a protoplanetary disk. The formation of zeroth- and first-
generation organic molecules in the ices is indicated with 0 and 1, and the second-generation
molecules in the hot-core/corino region when the envelope temperature reaches 100 K, and
even strongly bound ices start to evaporate, are designated 2. The grains are typically 0.1 ym in
diameter and are not drawn to scale. The temperature and density scale refer to the envelope,
not to the disk. All ices evaporate inside the (species-dependent) sublimation radius. Figure and
descriptions are adapted from Herbst & van Dishoeck (2009).

ical composition. When normalized to methanol or formaldehyde, hot corinos have typically
one order of magnitude more abundant COMs (such as HCOOCHj3 or CH3;0CH3) than do hot

cores (e.g., Bottinelli et al., 2007; Oberg etal., 2011). The temperature, cosmic-ray ionization rate,
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radiation field, the timescale of evolution, and the past pre-stellar history may all influence the
rates at which molecules are created or destroyed (Caselli & Ceccarelli, 2012).

After the protostellar stage, protoplanetary disks in low-mass systems are formed when
dust grains coagulate to planetesimals to form future planets, comets, and asteroids. For mas-
sive stars, the ultracompact HII regions ionize the surrounding gas and reduce the chemical

complexity (Caselli & Ceccarelli, 2012).

1.1.3 Main Questions the Thesis Focuses On

The above summary might read as if the star formation processes in molecular clouds are
quite well understood. However, this is by far not the case. Many degeneracy problems exist due
to the instrumental limitation from sensitivity and spatial/spectral resolution, and instruments
are designed and advanced accordingly to better understand those problems. This thesis tries

to address a few of these questions.

1.1.3.1 Dense Molecular Gas in External Galaxies

One question is about the role molecular gas density played in star formation in galax-
ies. Modern theories (e.g., Federrath & Klessen, 2013; Krumholz & McKee, 2005), as well as
observations of local molecular clouds, support the ability of gas to form stars from density
variations (e.g., Lada et al., 2010, 2012). However, the quantitative link between gas density and
star formation is not established yet in galaxies, as compared to in local molecular clouds in the
Milky Way. Dense, star-forming structures are too small to directly image in other galaxies, and

molecular tracers in these dense regions, such as HCN and HCO™, are too faint to observe. For

12
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Figure 1.5: The global Lix — Lycn correlation in 65 galaxies (adapted from Figure 2a, Gao &
Solomon, 2004b). This tight linear correlation in the log-log space is valid over 3 orders of mag-
nitude, has a correlation coefficient R=0.94, and an almost constant average ratio L /Lpucy =
900Le (K km s~'pc?)~!. The direct consequence of the linear IR-HCN correlation is that the

global star formation rate is linearly proportional to the mass of dense molecular gas in normal
spiral galaxies, LIRGs, and ULIRGs.

external galaxies, past work was limited to single-point observations on the external galactic
centers with a large beam (e.g., Gao & Solomon, 2004a,b; Jiménez-Donaire et al., 2017, 2019).
From the unresolved measurements of the dense gas tracer HCN, it was concluded by Gao &
Solomon (2004a,b) that the global star formation rate is linearly proportional to the mass of
dense molecular gas in normal spiral galaxies, LIRGs, and ULIRGs, and the global star forma-
tion efficiency depends on the fraction of the molecular gas in a dense phase (Figure 1.5).
Spatially resolved maps of dense molecular rotational lines are necessary for testing the

conclusions above. First, the interpretation of the observed molecular lines results in the degen-
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eracy of some basic physical properties, including even the volume density (see § 1.2.3). Second,
on a galactic scale, a scale-dependent scatter has been observed for CO, which is a proxy for less
dense molecular gas, in the relation between the molecular gas surface density and the SFR on a
galactic scale (e.g., Kruijssen & Longmore, 2014; Schruba et al., 2010). Such a relationship breaks
down at some scale due to incomplete sampling of star-forming regions, and such a scenario is
naturally suspected for the HCN-IR relationship. With the new multi-pixel receiver Argus on
the GBT (§ 1.3.1), it is now feasible to study dense molecular gas in external galaxies with spa-
tially resolved molecular line maps of a set of density tracers. This thesis (Chapter 2) studies the
properties of dense molecular gas in detail, and inspects the scale-scatter breakdown between

HCN-IR in one of the closet HCN-bright galaxies, IC 342.

1.1.3.2 Decomposing Substructures in a Massive Protostellar System

The other question arises from the embedded nature of massive protostellar systems at the
hot core stage. As hot cores are among the richest molecular environments in space, it requires
taking an “infrared shot” (not an X-ray one!) with a high spectral resolution to unravel and char-
acterize the complex physical and chemical substructures. Decomposing physical substructures
and establishing their links with chemical evolution will contribute to a clearer understanding of
the massive star formation process in this obscured phase, in contrast to the better-understood
low-mass protostellar phase. This question in particular drives the work in Chapters 3 and 4 of
this thesis.

A specific question of interest to the massive protostellar system is whether there exists

an accretion disk similar to those in low-mass star formation systems. In recent years, a disk-
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mediated accretion scenario has been gradually established both theoretically (e.g., Bonnell &
Bate, 2006; McKee & Tan, 2003) and observationally with sub-mm/mm observations (e.g., Ilee
et al., 2016; Johnston et al., 2015, 2020), although the role and properties of an accretion disk
remain uncertain. Although disk structures have not yet been imaged directly in W3 IRS 5, the
massive protostellar (more specifically, a proto-binary) system studied in this thesis, the disk(s)
is one of the possible origins of the mid-IR dust continuum against which the absorption lines
lay. This would be an interesting scenario if disks do exist: In contrast to the scenario that
emission lines originating from the disks associated with the lower mass systems, T-Tauri or
Herbig AeBe stars, which are considered to be externally illuminated and have a hotter surface
layer, the absorption lines in hot cores of massive stars indicate disks with an inversion of the
temperature structure on height. If disks in massive protostellar systems are hotter in the mid-
plane than on the surface, what mechanisms regulate such an energy balance? And what is the
implication of the different evolutionary scenarios of low-mass and massive systems? How do
such disks influence the follow-up organic chemical inventory? Although this thesis does not
answer all of the questions above, we present in Chapters 3 and 4 how a disk model is feasible
in interpreting the observational data. The outlook part in Chapter 5 briefly describes how the

questions above may be further addressed.

1.2 Molecular Spectroscopy

Molecules in space interact with the electromagnetic radiation field through absorption,
emission, and scattering. The absorption or emission of a molecular species as a function of the

wavelength leaves unique spectroscopic signatures whose strength depends on the local phys-
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Figure 1.6: Schematic energy level diagram cartoon illustrating rotational and rovibrational
absorption observations toward an embedded protostar or a background star. Figure adapted

from van Dishoeck et al. (2013).

ical conditions. Hence, molecular spectroscopy is a powerful tool for identifying a species and
determining the physical conditions of the absorbing/emitting gas. § 1.2.1 introduces spectro-
scopic features of gaseous CO and H,O at mm- and MIR-wavelengths used in this thesis. The
exact line profile set the spectra, including the line intensity and the line shape, reflect the actual
interaction between the photons and the molecular gas. Molecular spectroscopy therefore can
also be used to quantify the amount of the molecules, the temperature of the environment, the

density of the gas, etc, (see Figure 1.6). § 1.2.2 summarizes, in a crude way, how such information

can be decrypted.
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1.2.1 Molecular Spectra in the Regime of Infrared/Radio

Molecules can rotate and vibrate. Because the nuclei are much more massive than the
electron by ~ 10*-10°, electrons move fast while the inter-nuclear distance slowly varies. The
rotation and vibration of the nuclei can therefore be treated separately from the electronic mo-

tion.

1.2.1.1 Pure Rotational Spectra of CO

For the rotation of the nuclei, a diatomic molecule like CO that can be approximated
as a linear rigid rotor. Transitions among the rotational states give rise to the pure rotational

spectrum. The energy levels are

Ejy = heBoJ(J +1) (1.2)

with B, the rotational constant and J the rotational quantum number. The rotation constant is

equal to
h
e == ] 13
m2cl (13)
with [ the moment of inertia.
Because direct radiative rotational transitions are allowed for AJ = &1,
(E(J+2)—E(J+1)]—-[E(J+1)—E(J)] =2hcB.. (1.4)

This equation implies that the lines are evenly spaced in frequency space (to first order). Cen-

trifugal distraction term — D, .J?(.J+1)? that can be added to equation 1.4, increases the moment

17



of inertia, and leads to a non-constant separation. Taking CO as an example, the frequency of
transitions of JJ 41 to J is 115.3, 230.8, 346.0, 461.5 GHz for J from 0 to 3. The actual separations

of the lines are corrected by a small number.

1.2.1.2 Vibration-Rotation Spectra of CO

We picture the molecular bond as a harmonic oscillator and a rigid rotor for vibration
in a diatomic molecule. In the gas phase, a rovibrational spectrum is generated when both the
vibrational and the rotational state change together (AJ is still £1). The energy of different

levels is approximately the sum of the vibrational and rotational energy, which is given by
1
E, ;= hew(v + 5) + heB.J(J + 1), (1.5)

in which v and J are the vibrational and rotational quantum number, w, the harmonic wavenum-
ber, and B, the rotational constant (eqn 1.3).

Again, for a diatomic molecule like CO, the selection rule for the rovibrational spectrum
is Av = +1,AJ = =£1. Figure 1.7 shows the v=1-0 rovibrational transitions of a diatomic
molecule, and Figure 1.8 shows an example of CO transitions observed toward the protostar
Reipurth 50 at 4.7 um. It is easily recognized that there are two branches, rather than one for
pure rotational transitions. The branch on the higher frequency side is called the “R-branch”
(AJ = +1), and the one on the lower side is the “P-branch” (AJ = —1). In principle, the
constant separation is 2hcB,, as is derived in equation 1.4, and the centrifugal stretching brings
in small offsets in the frequency. The larger spacing in the P-branch shown in Figure 1.7 is due

to the increment of the moment of inertia in a higher vibrational state.
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Figure 1.7: Rovibrational transitions of a diatomic molecule (left) and a simulated rovibrational
line spectrum of CO. The P-branch is to the left of the gap near 2140 cm™?, and the R-branch is
on the right. Figures adapted from Herzberg (1950) and Banwell & McCash (1994).

1.2.1.3 Vibration-Rotation Spectra of H,O

A nonlinear molecule containing /N atoms will have 3N — 6 normal vibrational modes.
Water has three vibrational modes: the v; symmetric stretch centered at 2.7 pum, the 1, bend-
ing mode at 6.2 um, and the 3 asymmetric stretch at 2.65 pym (van Dishoeck et al., 2013). For
an asymmetric top molecule like HyO, the energy levels are characterized by quantum num-
bers Jg, k., where J is the total rotational quantum number, and K, and K. refer to the cor-

responding prolate and oblate symmetric tops?. From the symmetry, the selection rules are

2The moments of inertia are defined by convention with I, > I, > I,. For the prolate case, I, ~ I, # I,. For
the oblate case, I, ~ I, # I,
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Figure 1.8: Example of rovibrational transitions of CO and its isotopologues observed with the
Cryogenic Infrared Echelle Spectrograph (CRIRES) at the Very Large Telescope (VLT) toward
the protostar Reipurth 50. The broad absorption feature of CO in the solid phase is shown at
~4.674 pum. Figure adapted from Smith et al. (2009).

AJ = 0,£1,AK, = +1,43,... and AK, = +1,43, ... Therefore, transitions between K-
ladders are not allowed. HyO energy levels are grouped into ortho and para states, characterized
by parallel and antiparallel nuclear spins. In the ortho states, K, + K.=odd; in the para states,

K, + K =even.

1.2.2 Interpreting Molecular Lines

1.2.2.1 Radiative Transfer and the Source Function

To interpret the observed molecular spectra, either emission or absorption, requires un-
derstanding the interaction of molecules with the radiation field. Such a process involves the
redistribution of energy, and is therefore named radiative transfer. The radiation field can have

an external origin (e.g. the CMB or emission from a background source), or can be generated

20



from local materials (e.g. thermal continuum emitted by the dust). A simple model for a homo-

geneous slab describing the radiative transfer results in

I, =1,0)e™+S,(1l—e™), (1.6)

where [,,(0) is the injected specific intensity, 7,, the optical depth contributed by the slab, and
S, the source function. All the variables are frequency-dependent. The definition of the source
function takes a few more words.

The source function S, reflects the interaction between the gas and the radiation. If only
absorption and emission are involved, the photon energy is coupled to the gas via collision.
Both the gas and the radiation field are quickly pushed toward thermodynamic equilibrium.
In this case, the source function is solely defined by the emissivity j,, the (absorption) opacity
coefficient x,,, and the density p. In contrast, if only scattering is involved, the resulting emission
intensity depends on the local radiation field rather than on the thermal properties of the gas.

In general, when absorption and scattering coexist, an absorption fraction € is defined as

K,
97 ;bsa (1 7)
Rabs + Rse

where k45 and k. are the opacity coefficients for absorption and scattering. With the absorp-

tion fraction defined as above, the general form of the source function is

S, =e,B,+(1—¢,)J,, (1.8)

with B, the local Planck function and J, the angle-average of I, at frequency v.
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Equation 1.6 therefore describes an ideal case, as it is almost impossible to have a con-
stant source function along the path where light travels. Decrypting the physical conditions we
care about, such as the amount of the molecules or the temperature of the gas from the emer-
gent flux I, or essentially S,, is, therefore, a tricky problem. Luckily, to some degree, specific

assumptions and methods help to simplify the problem.

1.2.2.2 Level Population and the Excitation Temperature

Consider equations 1.7 and 1.8 from a microscopic view. All involved items are dependent
on the level population, i.e. the distribution of molecules over different energy levels. For the
bound-bound transitions that produce different molecular lines, the associated line processes
are characterized by the Einstein coefficients (A;;, B;;) and the collisional coefficients (C;;). The
C;;’s are given by the collisional rate coefficients times the density of collisional partners. Take
a two-level system as an example, the equations of statistical equilibrium that determines the

level populations are:

d _ —
% = —nl(BluJ + Clu) + nu(Aul + BulJ + Oul)
t (1.9)

dn, _ _
% = (BT + Ca) — nu(Aw + BuJ + Cw)

where “I” and “u” denote the lower and the higher level. Equation 1.9 reflects how absorption,
emission, and scattering are connected: molecules at the lower level are excited to the higher
level by radiative (n; By, J) and collisional (n;C},,) processes; From the high to the low level, there
is spontaneous emission (n,A,;), stimulated emission (nyBwJ), and collisional de-excitation
(n,Cy). J is J, integrated over the line profile ¢(v), and n; is the (volume) number density.

In thermodynamic equilibrium, the level populations are given by the Boltzmann equa-
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tion, which for a two-level system reads,

n _ By
M2 _ %2 -t (1.10)
n g1

with 7' the kinetic temperature of the gas and F5; the energy separation of the two levels.
However, the thermodynamic equilibrium is not always satisfied in astronomical conditions,
and an arbitrarily defined parameter, which is called the excitation temperature, replaces the
kinetic temperature 7" in equation 1.10 to quantify the level population. The parameter 7., has
no physical meaning from the perspective of the concept of “temperature”. Except in dense
regions that the gas is fully thermalized, so that S, = B, (T.) = B, (Tkn), Tex may deviate from
the kinetic temperature significantly.

If all level populations are known, populations can be plotted in a rotation diagram with

In(N;/g;) versus E;/kp via the equation

N Do exp <_ L ) (1.11)

in which @ is the partition function. This formula, of course, is similar to equation 1.10, although
column densities are used here. The inverse of the slope represents the excitation temperature.

I present below how the level population may be solved in different cases.

1.2.2.3 Optically Thin Case

In the optically thin case, J, coupled in equation 1.8 is unimportant because photons

escape easily, and therefore S, = B, (T, ). The optical depth is easily solved from equation 1.6,
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and is associated with the level population directly via the definition,

1
T, = /a,,ds = I /(nlBlu — nyBu)o(v)hvds, (1.12)
T

where o, = K, p, and ¢(v) is the line profile in frequency space. Note that no opacity contributed
by scattering is included in this equation.

All data points on the rotation diagram will fall on a straight line with the inverse of the
slope being T¢,. It is notable that the equation is valid purely due to the arbitrary definition of

Tew, and B, (Tex) # By (Tkin) unless the gas is thermalized.

1.2.2.4 Optically Thick Case

Compared to the optically thin case, in which photons escape freely, the optically thick
case allows the photons to leak or escape as a function of the (peak) optical depth of the line. At
great optical depth, the high-density regions are driven toward LTE with S, = B, (T}y), and
no scattering seems to function here. But photons escape from absorption at the surface of the
gas. It is worthwhile to note that although the word “escape” seems to apply to an emission line,
this concept should also work for an absorption line, because the concept essentially describes
the deviation of the radiation field intensity .J, (7, ) from the Planck function B, (7).

Equation 1.6 shows that for either the attenuated incident intensity /,, or the source func-

T or (1—e™7) ends up with sat-

tion S, that contributes to the emission, the modification by e~
uration as 7 increases. Such saturation results in a flat-topped line shape. A more precise way

to describe the change of line profiles as a function of the optical depth is called the curve of

growth.

24



1.0 -45
2 .o"..
g -
O -5.0 *
0.8 .
+ .
= .
2z = .
2 06 T 55 °
g e .
= e} [
£ S —6.0- .
Z 044 2 o
el 2 .
. 2 65 .'
MIR continuum 02 3 .
[-T4]
9 5 .
L ]
0.0
-s0 -20 -10 0 10 20 30 50 55 60 65 70 75 B0 85 9.0

Relative velocity [km/s]

log (tline) + const

1.04 )
(b) g 000 e
c °®®
o o®
O —0.25 .
0.8 + P
L]
=
T = S 050 .
s Zos 2 .
i § 067 z
— o -0.75 .
T\me+ T«:cmwlmm_?'/"3 © § [}
2
= 044 & -1.00 g
2 £ .
= 3
i T -1.25 .
0.2 < .
oo
9 150 °
0.04 .
- - - - - - - ~1.75
-30  -20 -10 0 10 20 30 i i i y g i i
Relative velocity (k] -5 -L0 =05 00 05 L0 15
log (r, It ) + const

line' "~ continuum:

Figure 1.9: Development of absorption lines with an increasing number of atoms along the line
center in (a) a slab model where a cold cloud is in front of the warmer background continuum,
and the parameter f. is the partial coverage that dilutes the relative line depth. Panels in (b)
illustrate a disk scenario that is hotter in the mid-plane than on the surface. In the disk model,
the opacities from both the lines and the continuum should be considered. In the middle panels,
the y-axis presents the residual line flux and the z-axis is converted from the frequency space
to the velocity space. According to the development of the lines, the equivalent width versus
the optical depth in log-log space consists of the curve of growth which illustrates the linear
growth region (black) and the logarithmic part (blue).

Take absorption lines as an example (see upper panels in Figure 1.9), and assume that
there is no continuum opacity. In the curve-of-growth analysis, the line profile is quantified
via its equivalent width . When the line center is still optically thin, the equivalent width
scales linearly with the number of absorbers, and the line is dominated by the Doppler core. As
the optical depth grows, the Doppler core becomes saturated. Adding more absorbers hardly
increases the line depth but increases the width, and leads to a slow increment of the equivalent

width with W ~ /logT,. This is the logarithmic part of the curve of growth. Continuing to
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increase the number of absorbers will lead to optically thick Lorentzian wings in the end, with
W ~ /7. This is the square root part of the curve of growth.

Returning to the “escape” word used above, the escape probability method is commonly
seen in the analysis of emission lines. The escape probability 3 describes the chance that a newly
created photon escapes the gas/cloud and removes the coupling of .J to the population level in
equation 1.9 by J = S(1 — ). The computer program RADEX? (applied in Chapter 2) uses this
method to iteratively solve the level populations and the radiation until a consistent solution is
found.

Because absorption and emission are interchangeable, the escape probability is essentially
related to the curve of growth (Ch 4.1.6 Tielens, 2021). For 7¢(z) of an emission line as a
function of the scaled frequency x, mathematically, 5 equals the wing area, f;lo ¢(z)dz, where
x1 denotes a line-edge frequency with 7(x1) = 1. This form of /3 represents that photons not
only escape spatially but also follow a redistribution of the frequency. Similar to the curve of
growth in absorption lines, 1 o< NV, \/loﬁ ,V/N as the peak optical line increases: the linear,

logarithmic, and the square root parts reappear.

1.2.3  Analysis Specialized for This Thesis

Chapter 2 aims to map the distribution of molecular gas in a galactic nucleus with a set of
density-sensitive tracers, to understand the relationship between gas density and star-forming
processes. Two points are worthwhile emphasizing when pursuing the goal.

First, why do different molecular transitions have different sensitivity to different (volume

3 A computer program for performing statistical equilibrium calculations: https://home.strw.leidenuniv.nl/ mol-
data/radex.html
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Figure 1.10: Critical densities of (left) the (1-0) transitions of a set of commonly used lines in
probing the molecular gas under different temperatures and (right) water rovibrational tran-
sitions whose upper level is the ground level of the 15=1 state. The Einstein A coefficients

and the collisional coefficient rates are adopted from LAMBDA (Leiden Atomic and Molecular
Database).

or particle) densities? The critical density is often referred to in discussing this problem, and this
concept is essentially defined based on the comparison between the time scale for collisions
(1/C};) into a level and that for spontaneous decay (1/A4;;) of that level. As shown in Figure 1.10,
different molecular transitions have different critical densities, and those with higher dipole
moments (or higher oscillator strengths) tend to have larger critical densities (4;; o v3u?;
v is the frequency and p is the dipole moment?). A set of molecular transitions with different
critical densities is therefore thought to serve as a set of “rulers” in probing the highly structured
molecular gas with significantly varying densities.

The second point, is whether the brightness of the density-sensitive lines reflects the den-
sities accordingly. Although it is reasonable and natural to expect that molecular transitions
with different critical densities “dye” regions exclusively based on the gas density, the bright-

ness of the lines depends not only on the volume/particle density of the region, but, more in-

*or A;; o< V3 f, with the oscillator strength f oc |p|?.
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trinsically, on the amount (the column density) and the temperature of the gas. One needs to be
careful in interpreting the line brightness: does a bright dense cloud catch our eyeballs on a map
of some dense gas tracers because there are many molecules, or because it is hot? Moreover,
high column density may result in high opacity, which not only lowers the effective critical
density, but also prevents us from knowing the actual conditions inside the clouds. This is the
so-called “radiative trapping” effect. Therefore, one should use proper methods, as introduced
in § 1.2.2, to carefully infer the physical conditions from the molecular lines.

Chapters 3 and 4 aim to use MIR rovibrational absorption lines to characterize the highly
embedded, massive, protostellar hot-core phase. Rotation diagram analysis is usually the most
straightforward, and therefore commonly used, tool in analyzing a set of rovibrational lines,
although line-blending problems or high opacities may result in the ambiguity of the physi-
cal conditions in question. With the high spectral resolution available for investigations in this
thesis, individual physical/chemical substructures with different temperatures and column den-
sities may be decomposed. Optical depth effects are corrected by the curve-of-growth analysis.
A homogeneous foreground slab model, as well as a disk model with a hotter mid-plane than
surface, are considered to conduct the curve-of-growth analysis.

MIR absorption spectroscopy is a unique and specialized tool for studying the embedded
hot-core phase, and is worth a few more words. Infrared rovibrational transitions in this case
only probe pencil-beam regions where a bright background source can be used as a “contin-
uum” source. Although the pencil-beam gives high spatial resolution, it does not allow for full
sampling across large areas. One other advantage of the IR is that many transitions are probed
simultaneously along the same sight line, greatly simplifying excitation analysis, and hence the

derivation of physical conditions. Moreover, the full set of individually resolved rovibrational
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lines can be covered in a narrow bandwidth, and the multiple frequency settings are not required
in contrast with the case for submillimeter observations. Finally, molecules without permanent
dipole moments, such as CoHy and CHy, which are among the most abundant carbon-bearing

molecules, can not be observed in pure rotational spectroscopy.

1.3 Telescopes

This thesis utilizes pure-rotational and rovibrational transitions to study molecular gases
at different energy regimes, ranging from cold giant molecular clouds, warm foreground clouds
in front of proto-stellar systems, and hot molecular gas that is possibly located in the disks
surrounding the massive protostars. Telescopes used accordingly at radio (§ 1.3.1) and infrared

(§ 1.3.2) wavelengths, together with instruments, are introduced in this section.

1.3.1 Argus/GBT at 3 mm

Argus, at the 100 m Robert C. Byrd Green Bank Radio Telescope (GBT, see Figure 1.11), is
a 16-pixel spectroscopic focal plane array that enables fast imaging (Figure 1.12). Historically,
spectroscopic imaging has generally been implemented either over small areas of the sky at
high angular resolution with interferometers, or over large areas at moderate to low angular
resolution with single dishes. Argus satisfies the requirements of (1) measuring low surface
brightness emission over a large scale on the sky with (2) a high spatial resolution, which is

~ 7" at 100 GHz for the 100 m GBT (thanks to \/D!).
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Figure 1.11: The 100 m Robert C. Byrd Green Bank Radio Telescope (GBT) has a collecting area
of 9,300 m? which focuses the radio waves falling on it onto sensitive receivers at the top of the
boom attached to the side. Credits: NRAO/AUL

The Rayleigh-Jeans sensitivity for a spectral line is:

TS S
AT pin o \/AY—W, (1.13)

where Ty is the system noise temperature of a receiver (the atmosphere and telescope losses
also matter), Av is the spectral resolution, and 7 is the integration time for the observation. Ar-
gus uses recent advancements in Monolithic Millimeter-wave Integrated Circuit (MMIC) tech-
nology to build such a large-format focal plane array with low system temperatures (< 53 K
per pixel, Sieth et al., 2014). The large numbers of pixel of Argus increases the effective inte-

gration time. Its large (16) number of pixels, n,;, and low system temperatures allow for rapid
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Figure 1.12: Left: The 16-pixel spectroscopic focal plane array, Argus, to be deployed on the GBT.
Right: Footprint of the 16 pixels of Argus on the sky.

astronomical imaging.

The distance in between each neighboring Argus beam projected on the sky is 30.4". Ar-
gus uses the OTF (On-The-Fly) mapping strategy (Haslam et al., 1970; Mangum et al., 2007) to
produce a complete image. The telescope is driven smoothly and rapidly across a region of the
sky. At the same time, spectroscopic data and antenna position information are recorded con-
tinuously. The entire field is covered quickly. This process reduces the overhead significantly,
and minimizes changes in the atmosphere and the system.

Because the GBT is an altitude-azimuth-mounted telescope, without an optical de-rotator,
the multi-beam pattern of the Argus on the sky rotates while data are collected. The change of
the parallactic angle in a typical 30-45 minute observation session can be large enough to cause
noticeable distortion, and even gaps, in the final map. It is therefore important to consider the
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coordination of the target and the observation time when designing the observational plan.
The deployment of Argus expands the operation range of the GBT to the 3 mm band. Com-
pared to observations at lower frequencies, a lower surface RMS level is required to guarantee
adequate telescope efficiency (Ruze, 1966). GBT can realize a surface RMS of ~200 ym in good
weather, with a semi-active surface that could be used to remove gravitational and thermal dis-
tortions in real time. Together with the 100 m aperture, the ~ 10" resolution of GBT overlaps
with the angular scales from interferometric arrays such as CARMA, PdBI, and ALMA, which
have superior angular resolution but cannot resolve extended emission. The GBT+Argus combi-
nation is ideal for resolving cold cores within local star-forming regions, tracing the dynamics

of molecular filaments, and for mapping giant molecular clouds in nearby galaxies.

1.3.2 iSHELL/IRTF and EXES/SOFIA at MIR

Strong absorption of greenhouse gases in the Earth’s atmosphere, including water vapor
H,0, CO,, O3, CHy, and N5O, covers a substantial part of the spectrum starting roughly at
5 um (Figure 1.13). For ground-based telescopes, rovibrational transitions that fall in the NIR to
MIR are observable in the L (3.5 ym), M (4.7 pum), and N (8-13 pm) bands. In this thesis, the
rovibrational transitions of CO and its isotopologues were observed in the M band by iSHELL at
the ground NASA Infrared Telescope Facility (NASA-IRTF). iSHELL is a cross-dispersed echelle
spectrograph and imager working from 1.06-5.3 um (Rayner et al., 2022), and it uses a silicon
immersion grating to achieve high spectral resolution (up to about R=80,000) in a relatively
compact instrument.

An airborne observatory is needed to get to high altitudes higher so no water stops other
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Figure 1.13: Earth’s atmospheric transmission from 3-15 um at the altitude of the IRTF on
Maunakea (upper panel) and SOFIA (lower panel) on top of a JWST NIRCAM image of L1527
and Protostar. The altitudes are 4,200 m and 14,000 m and the water vapors are 1.5 mm and
1.2 um, respectively. The transmission is calculated by the Planetary Spectrum Generator (PSG,
Villanueva et al., 2018). Credits of the JWST image: NASA, ESA, CSA, and STScl.

MIR regimes. SOFIA (Stratospheric Observatory for Infrared Astronomy, Young et al., 2012)
is a 2.5 m telescope deployed on a modified Boeing 747SP widebody aircraft. The aircraft was
modified to include a large door that can be opened in the flight to allow the telescope to view
to the sky (Figure 1.14). During its commission, SOFIA flies above 41,000 ft to rise above almost
all of the water vapor in the Earth’s atmosphere.

The Echelon-cross-Echelle Spectrograph (EXES, Richter et al., 2018) on the SOFIA operates

in the 4.5-28.3 um wavelength region. In this thesis, the high spectral resolution (R =~ 50,000-
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Figure 1.14: SOFIA, a modified Boeing 747SP aircraft, soars over the snow-covered Sierra Nevada
mountains with its telescope door open during a test flight. Credits: NASA/Jim Ross.

-100,000) configuration was used to provide a velocity resolution of a few km s~* to decompose
different kinetic components in the massive proto-stellar systems. In EXES, high resolution is
provided by an echelon grating and an echelle grating to cross-disperse the spectrum (Richter
et al., 2018). Generally, the resolution will be higher at shorter wavelengths.

In EXES science observation, the EXES temperature-controlled blackbody source is ob-
served to construct a flat field. This process corrects response variations and provides flux cal-
ibration. Wavelength calibration with EXES is performed by applying the grating equation to

atmospheric lines observed in the source spectra. The telescope ‘nods’ to a new position to re-
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move the sky background. For all observations conducted under the high-resolution mode used
in this thesis, a nod-off-slit mode is used. The telescope is moved such that the object is not on

the slit.

1.4 Thesis Chapters

This thesis uses high spatial/spectral resolution molecular spectroscopy, which benefits
from recent advances in instrumentation, to study the physical properties of molecular gas over
different spatial and energy scales that are related to star-formation processes. This thesis con-
sists of studies of (1) millimeter spectroscopic imaging of pure rotational transitions of CO and
its isotopologues, HCN, and HCO™ from cold molecular clouds with a resolution of hundreds
of parsec in an external galaxy at 3 Mpc, and (2) high spectral resolution (R ~ 50, 000) mid-IR
spectroscopy of rovibrational transitions from hot cores with sizes of several hundred to a 1000
AUs that surround the massive proto-binary system at 2.2 kpc.

Chapter 2 presents GBT’s first 12CO (1-0) map of an external galaxy, IC 342, taken at
3 mm. The sky coverage of the multi-beam Argus on a large area was investigated before the
observation was proposed. Pointing errors due to strong wind were accounted for during the
construction of the map. Details of this process are introduced in Appendix A. Other density
tracers, such as HCN and HCO™, were also mapped under the Dense Extragalactic GBT+Argus
Survey (DEGAS). The small beam of Argus provides a unique opportunity to study the break-
down of the HCN-IR correlation at high spatial resolution. The spatially resolved HCN-to-HCO™
intensity ratio was surprisingly a constant value of 1.24-0.2 across the whole 1 kpc galactic bar,

suggesting that HCN and HCO™ are thermalized with intermediate optical depth. The HCN-to-
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HCO™ intensity ratio in IC 342 is concluded to be more sensitive to the abundance ratio of the
two molecules, rather than to the particle density.

Chapter 3 uses high spectral resolution MIR absorption spectroscopy of CO and its iso-
topologues by iSHELL/IRTF at 4.7 um to study the massive proto-stellar system W3 IRS 5. Dif-
ferent physical components inside this deeply embedded system were decomposed providing
velocity information. Absorption spectroscopy also provides pencil-beam spatial resolution that
is limited by the size of the background MIR continuum emitter. With the narrow slit width of
iSHELL/IRTF, both components in the proto-binary are spatially resolved. Physical structures
are identified, such as the cold envelope, the foreground high-speed “bullets,” and hot gas clumps
that are likely located at the disks. Rotation diagram analysis and curve-of-growth analysis were
used to understand the rovibrational transitions and the structure of source. All physical sub-
structures were characterized by the temperatures and column densities via the cross-validation
of multiple sets of rovibrational lines of different molecular species.

Chapter 4 studies H,O rovibrational absorption spectra toward W3 IRS 5 from 5 to 8 um
with the EXES/SOFIA. Although EXES has a comparable high spectral resolution to iSHELL,
the beam of SOFIA does not spatially resolve the two protostars. We thus take advantage of
the kinetic structures understood via CO studies to elucidate the HoO components. As different
physical substructures are established via the distance to the protostars, temperature, density,
and molecular abundance, a chemical substructure is also revealed. Interpretations of the in-

ventory of elements may once again call upon the “oxygen and carbon crisis”.
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Chapter 2: Argus/GBT Observations of Molecular Gas in the Inner Regions of

IC 342

2.1 Chapter preface

Chapter 2 is presented with minimal changes and is going to be submitted to the Astro-
physical Journal (Ap]J) under the title of this chapter. The authors are Jialu Li, Andrew I. Harris,
Erik Rosolowsky, Amanda A. Kepley, David Frayer, Alberto D. Bolatto, Adam K. Leroy, Jennifer
Donovan Meyer, Sarah Church, Joshua Ott Gundersen, Kieran Cleary, and other DEGAS team

members.

2.2 Introduction

Understanding the distribution, physical conditions, and dynamics of molecular gas is es-
sential to understanding star formation. Studies of individual regions in our galaxy have shown
that stars form in dense molecular clouds (e.g., see Heiderman et al., 2010; Lada & Lada, 2003;
Lada et al.,, 2010), whereas resolved observations of external galaxies provide global informa-
tion related to star formation efficiencies within nuclei, spiral arms, and other regions (e.g., see
Bigiel et al., 2008; Elmegreen, 2002; Kennicutt, 1998; Silk, 1997). In all cases, probing the com-

plexity and scale of star formation regions requires a large spatial dynamic range to follow core
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formation and collapse to circumstellar scales.

Rotational transitions of molecules such as '2CO, ¥CO, C'®0, HCN, and HCO™, are com-
mon tools for probing cold molecular clouds in external galaxies because of their relatively
high abundance and the excitation energies from a few to several tens of K. Specifically, the
J=1-0 lines of 2CO, 3CO, and C'®0 trace gas with densities above ~ 10%-10% cm™2. Al-
though this density range captures the bulk of the molecular gas, it does not capture the denser
gas associated with star formation. HCN and HCO™ have higher dipole moments (2.98 and
3.92 D) than do for 2CO(0.11 D); the ground state transitions of the former species trace denser
gas (~ 107-10° cm™2) that are more directly correlated with star formation (Gao & Solomon,
2004a,b). Because of the different critical densities, this set of molecular lines can establish the
quantitative link between gas density and star formation across a variety of environments (e.g.
the PHANGS/CO survey, Leroy et al. 2021; the EMPIRE/HCN survey, Jiménez-Donaire et al.
2019; the DEGAS survey, Kepley et al., in prep).

Single transitions cannot be easily used to quantify the exact gas density or tempera-
ture. The interpretation of the line intensity involves a high degree of degeneracy, including
the observational spatial resolution, the optical depth effects, the actual excitation condition,
etc. As spatially resolved observations become more accessible, multi-transition ratios, on the
other hand, may further break such a degeneracy by comparing the observations and theoreti-
cal predictions within specific parameter space due to the different excitation properties among
different species (e.g., Leroy et al., 2017; Meijerink et al., 2007; Viti, 2017).

Among the transition ratios of different species, the intensity ratio of HCN(1-0)-to-HCO™(1-
0), here denoted as R = I(HCN)/I(HCO™), is of specific interest in this Chapter. The critical

density of HCO™(1-0) is lower by 5-20 times than that of HCN(1-0) at temperatures of 20-100
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K, because of their different collisional de-excitation rate coefficients. The intensity ratio R is
a potentially valuable probe of the physical conditions of molecular gases in external galaxies,
because the correlation between the infrared luminosity L;p and R was established by single-
beam observations (Gracia-Carpio et al., 2006). This correlation is further expected to suggest
the importance of AGN in galaxies with higher infrared luminosities (Imanishi et al., 2006, 2007),
although recent studies with the 30-m IRAM survey (Privon et al., 2015, 2020) conclude that
globally enhanced HCN emission relative to HCO™ is not correlated with the presence of an
AGN.

In this Chapter we report observations of the ground-state transitions of 2CO, 3CO,
C!80, HCN, and HCO™ from IC 342 (distance of 3.3 Mpc, Saha et al., 2002). These are part of
the DEGAS (Extragalactic GBT'+ARGUS Gas Density Survey; Kepley et al., in prep). DEGAS
uses the Argus focal plane array spectroscopic imager (Sieth et al., 2014) and the spatial resolu-
tion (6-8") provided by the 100-m aperture of the GBT to conduct efficient multi-line spectral
mapping from 86-115 GHz over large areas in 17 external galaxies (Kepley et al., in prep). We
summarize our observations and data reduction in Section 2.3. In Section 2.4, we describe the
distribution of molecular material across the nucleus and inner spiral arms in >CO, and along
the nuclear bar of IC 342 in all five molecular species. In Section 2.5, we discuss the implication
of the constant HCN to HCO™ intensity ratio observed across the entire 1 kpc bar of IC 342,
and specifically analyze the breakdown of the Lr—Lycn correlation of IC 342 at high spatial
resolution. Section 2.6 is a summary overview, and in the Appendix, we provide some detailed

information connected with our analysis.

'The Green Bank Observatory is a facility of the National Science Foundation operated under cooperative
agreement by Associated Universities, Inc.
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Table 2.1: Summary of Observations

12C0(1-0) 13CO(1-0)/C!0(1-0) HCN(1-0)/HCO*(1-0)
Observation date 17-Sep-29 17-Oct-18/19, 17-Nov-21 17-Oct-25/27, 17-Nov-14
Observation ID GBT17B-412-01/02 GBT17B-151-01/08 GBT17B-151-02/03/05
Mapping area 3.5 x5 25" x 2.5 25" x 2.5
On-source integration (hrs) 6.17 1.33 11.52
Total integration (hrs) 10.08 2.38 20.67
Frequency Setup (GHz) 115.271 109.982 88.903
Beam Size (") 6.33 6.63 8.21
Beam Size (pc beam™!) 101 106 131
Velocity resolution (kms™!) 3.8 4.0 4.9
Main beam efficiency 28.3% 44.5% 52.5%
Scan Rate ("s71) 1.71 1.67 1.67

2.3 Observations and Data Reduction

We used the Argus 16-pixel spectroscopic focal plane array on the 100-m diameter Robert
C. Byrd Telescope of the Green Bank Observatory to conduct observations of IC 342 from 2017
September to 2017 November. A summary of observational parameters is given in Table 2.1
for the five molecular species we imaged. The on-source time for all species in total was 19 h
of about 33 h including overheads (see Table 2.1). The telescope slewed across a region of the
sky in a raster pattern to make OTF (On-The-Fly) maps (Haslam et al., 1970; Mangum et al.,
2007), with the data and the antenna position recorded every 0.5 s. Pointing and focus were
calibrated every 30-40 min with the source 0359+5057. The backend, VEGAS, was configured
in mode 1 with a single spectral window with a bandwidth of 1500 MHz (1250 MHz effective)
and a spectral resolution of 1465 kHz. *CO(1-0) and C'®*O(1-0) were observed simultaneously
in a spectral window centered at 109.99176 GHz, and HCN(1-0) and HCO™(1-0) were observed
simultaneously in a spectral window centered at 88.91123 GHz. Observations were mostly con-

ducted under windless conditions (v, < 1 ms™!). For 2CO, however, for half of the observing
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!, which caused pointing deviations as high as ~ 1 beam (~ 6"

time, v, Was greater than 5ms™
at 115 GHz). We established pointing corrections by cross-correlating each 40 min individual
observing session with 12CO maps observed under low wind speed.

We calibrated and post-processed data with the python packages gbtpipe?and degas®.
Initially, Argus data are on 7 scale after chopper-wheel calibration (Kutner, & Ulich, 1981). We
obtained atmospheric temperature and opacity information from the GBT weather database and
then corrected for atmospheric attenuation, resistive losses, rearward spillover, and scattering.
Our final brightness temperature scales are in Typ, to better represent the intensity in the main
beam. For that, we used conversion factors between 7" and Ty of nyp of 28.3% for 2¢O,
44.5% for 13CO and C!'®0, and 52.5% for HCN and HCO™ (see GBT Memo #302, Frayer et al.,
2019). Next, problematic spectra were automatically detected and dropped. We then removed
low-order polynomial baselines and interpolated to a regular grid in data cubes. We used the
12CO map as a spatial and velocity space mask to constrain the emission regions for the other

molecules. We integrated data cubes from —100 to 150 kms~! to make moment maps using

functions from the SpectralCube package.

2.4 Results

2.4.1 Spatial Distribution of the Molecular Gas

We present the moment 0 (integrated intensity) and the moment 1 (intensity-weighted
mean velocity) maps of '2CO(1-0) from the inner disk region of IC 342 over a 3.5’ x5’ region in

Figure 2.1. The ?CO moment 0 is overlaid in contours on the Herschel PACS 70 pm map for a

Publicly available at https://github.com/GBTSpectroscopy/gbtpipe
SPublicly available at https://github.com/GBTSpectroscopy/degas
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comparison with the distribution of dust heated by young stars. We plot the integrated intensity
images of the ~1.4' (1.3 kpc) long bar region in Figure 2.2 for all five molecular species. For a
better signal-to-noise ratio, all images other than 2CO are spatially smoothed to an output
resolution 1.3 times lower than the input resolution, following the procedure of the DEGAS
survey (Kepley et al., in prep).

We find spatial distributions of molecular gas that closely match past observations (Downes
et al., 1992; Hirota et al., 2010; Kuno et al., 2007; Meier et al., 2000; Meier & Turner, 2001; Turner
& Hurt, 1992). The large scale 2CO(1-0) image reveals a morphology with two asymmetrical
arms extending from the ends of a nuclear bar, oriented roughly from north to south. 2CO
emission peaks at ~0.2’ (191 pc) north of the nuclear center, whereas the peak brightness and
the integrated intensities of the other four species all peak at the nuclear center and decrease
towards the bar ends (Figures 2.2 and 2.3). Among these species, the morphology of 1*CO most
resembles that of ?CO, with a rather elongated structure and two tentacle-like substructures to
the north. C'*0, HCN, and HCO™ have more concentrated structures. The morphology of HCN

and HCO™ emission is essentially identical (see Figure 2.2).
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Figure 2.2: HST (F814W) map (lower left) and the integrated intensity maps of 12CO, 3CO, C!80,
HCN, HCO™(1-0) in the central bar region in beam sizes of 8.2”, 8.6”, 8.6”, 10.7”, and 10.7”. For
the panels in order of top left to bottom right, contour levels start from 100, 10, 10, 30, 30 and are
in steps of 200, 10, 10, 30, 30. The correspondent 10 levels are 1, 2.5, 2.5, 0.5, and 0.5 K kms™!
for all the five species. The beam resolutions are increased by 1.3 times for consistency with the
DEGAS survey for better SNRs. Spectra from the three cyan crosses within a 10.7” beam are
plotted in Figure 2.3 for a comparison of the line properties.

We compare the integrated intensities measured by GBT/Argus to those observed by other
single-dish observations. For '?CO, the peak values of the integrated intensities on the im-
age observed by the GBT/Argus and the 45-m telescope (15", Kuno et al., 2007) are 257 and
180 K kms~!. For '3CO, the values are 24 and 22 K kms~! (20.4”, Hirota et al., 2010). For HCN
and HCO™, we compare the Argus data with the 30-m telescope (~26", Nguyen-Q-Rieu et al.,

1992). The values for HCN are 21 K kms™! and 19.1 K km s}, separately. The values for HCO™
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Figure 2.3: Spectra of ?CO(1-0) (scaled by 1/5), 13CO(1-0), C!30(1-0), HCN(1-0), and HCO*(1-
0) from the three 10.7” beams whose centers are marked as cyan crosses in Figure 2.2 (from top
to bottom), representing that the line as well as the velocity-integrated intensity of all species
other than '2CO peak at the nuclear center and decrease towards the bar ends. Shifts of the
centers of the emission lines indicate the kinematic rotation of the molecular bar.
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Figure 2.4: A comparison of the integrated intensities of (a) 2CO/!3CO, (b) 2CO/C'®0, (c)
13Co/C*®0, (d) HCO*/HCN, (e) *CO/HCN, and (f) C'80/HCN from individual image pixels
from a 0.9'x 1.7’ region that covers the galactic bar. Maps of all the five molecules are convolved

to the same resolution of 10.7”.

are 17 and 9.8 K kms~!. Although the peak HCO™ integrated intensity measured by Argus is

about twice that measured by the 30-m telescope, we stress that the results of Argus have good
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coherence and an excellent relative calibration. With Argus, HCN and HCO™" were observed
simultaneously, reduced with the same procedure, and compared at the same spatial resolution.

To compare the distribution of molecular gas to dust-reprocessed UV radiation from young
stars, we overlaid the contours of the integrated intensity of CO on a Herschel 70 pum image (Ken-
nicutt et al., 2011) in Figure 2.1. Overall, within the inner disk region of IC 342, the brightest
12CO emission follows the infrared emission. In the southern and the northern arms, however,
the peaks of the 2CO intensity do not coincide with peaks of the infrared emission. A similar
spatial offset is also shown in the nuclear bar region, as most 12CO emission is located at the
concave side of the “S-shaped” infrared bar.

The spatial offset seen between '2CO (and/or '*CO) and 70 ym emission in the bar region
is consistent with the spatial offset seen between 3CO and Ha emission (5-10”, Turner &
Hurt, 1992). Whereas Ha emission traces young stars, this line also suffers from extinction. The
consistency between IR and Ha emission, therefore, implies that young stars emitting in Ha
are not entirely hidden in the dust. HST" archival images (PID 5446, 6367) also confirm that in
the bar region, young stars emit through mixed filamentary dusty structures (see Figure 2.2).
Therefore, the angular offset between the 12CO/'3CO emission region and the star formation

sites appears to be due to physical separation, rather than to variable dust extinction.

2.4.2 Line Intensity Ratios of Different Molecular Species in the Nuclear Bar

We compare the intensities of the lines of the five molecular species to understand their
ability to probe different physical conditions in the nuclear bar region of IC 342. To quantify the

differences shown in molecular emission distributions, we convolved all images to 10.7” (the
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resolution of the HCN and HCO™ maps; see § 2.4.1) resolution, and plotted the pixel-by-pixel
integrated intensities between different species in a scatter plot (Figure 2.4).

The interpretation of the physical conditions of the line ratios is considered from two as-
pects, the optical depth, and the excitation condition. As all five species have similar line widths
(see Figure 2.3), the integrated intensity ratio is mainly determined by the peak temperature of

the line spectra, for which

TR = ‘](Tex) (1 - e_T) fw (21)

where T,, is the excitation temperature, J(7T,) is the Rayleigh-Jeans-corrected excitation tem-
perature, 7 is the line optical depth, and f. is the filling factor. When there is no partial coverage
(fe = 1), J(T¢) approaches T if the lines are fully thermally excited, i.e., the volume density is
higher than n.; and the J=1-0 transition is collisionally de-excited. If both lines are thermal-
ized, the line intensity ratio equals the ratio of (1 — e~ 7). Specifically, if the lines are optically
thin, we can interpret the line intensity ratio as the abundance ratio. Otherwise, if the lines are
optically thick, the line intensity ratio would be closer to the ratio of 7..

12CO vs. 3CO: Figure 2.4a shows that I(*?CO) and I(**CO) have a linear correlation.
I(*2CO)/I(*3CO) = 10.4 + 2.2, distinct from the ratio of 4 to 12 measured at ~ 4.5” resolution by
the Owens Valley Radio Observatory Millimeter Interferometer (Meier & Turner, 2001). This re-
sult suggests that the single-dish and interferometer are capturing emission on different scales;
our maps trace the extended molecular gas rather than the smaller-scale molecular features
emphasized by an interferometer. This ratio indicates that both lines have intermediate optical
depths, because the ratio is larger than one and is smaller than a typical abundance ratio in the

Galactic center (24+7, Halfen et al., 2017).
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12C0, 13CO vs. C'80: Intensities (12CO) and/or I(**CO) begin to saturate at high I(C'®0)
(Figure 2.4b and 2.4c). I(**CO)/I(C'®0) and I(**C0O)/I(C'®0) range from 26 to 42 and from 2.5
to 4, respectively. I(13CO)/I(C*®0) is smaller than a typical Galactic center value of 10 (Dahmen
et al., 1998). This result suggests that either there is a small filling factor of C'®0 to '*CO, or
that '*CO has an intermediate optical depth (see equation 2.1). If we assume that C'®Q is opti-
cally thin due to its low abundance, we may derive Hy column densities directly from I(C'#0)
following equation 2 in Meier & Turner (2001). For T, between 10-30 K, we derive N(H;) =
1.2~3.1x10%? cm™2. We can constrain the column density that corresponds to the measured
Lisco/Icisg better by using LVG models, but the results are comparable.

HCN vs. HCO™: I(HCN) and I(HCO™) have a tighter relation, yielding a line intensity
ratio R, which is defined as I(HCN)/I(HCO™), of 1.2 + 0.1 (Figure 2.4d). The ratio, which
is larger than one, also suggests that both lines likely have intermediate optical depths. The
small scatter applies across the entire 1 kpc bar region. Because the interstellar medium, and
particularly the interstellar medium of a bar region, is complex and fractal, gas is likely to exist
in a variety of states. Therefore, such a constancy of R indicates that R in the bar region of
IC 342 is insensitive to locally varying physical conditions. We emphasize that the HCN(1-0)
and HCO™(1-0) lines cannot be subthermally excited at the same time, because emissions from
subthermal excitation conditions are easily influenced by the varying environment across the
entire nuclear bar. We discuss the certain set of environmental conditions that the constant R
constrains further in Sec. 2.5.1.

13C0O and C'®0, vs. HCN and HCO™: We present I(}3CO)-I(HCN) and I(C'30)I(HCN)
correlations in Figure 2.4e and 2.4f. Only HCN emission is included in the comparison, because

I(HCO™) has a tight correlation with 7(HCN) and nearly identical correlations to the intensi-
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ties of 13CO and C'®0. As Figure 2.4e and 2.4f show, although I(*3CO) saturates at high I(HCN),
I(C'®0) and I(HCN) have a linear correlation. We conclude that the saturation of /(**CO) in
high I(HCN) is due to the optical depth effect on 13CO. As we have shown above, 1*CO has an
intermediate optical depth and traces a morphology similar to that of 12CO. Both 2CO and '*CO
suffer from radiative trapping, and are more sensitive to the surface layer (7 ~ 1) of the molec-
ular gas. As a comparison, C!80, HCN, and HCO™ trace the true distribution of the molecular
gas, rather than the surface. C'®0 constrains the column density of the dense molecular gas

better than HCN and HCO™, because the C'®O emission is optically thin.

2.5 Discussion

2.5.1 I(HCN)/I(HCO") As a Relative Abundance Tracer

As are summarized in § 2.4.2, our observations have revealed a nearly constant intensity
ratio R of 1.240.1 across the ~1 kpc nuclear bar of IC 342 of a spatial resolution of 8" (100 pc).
We investigate three questions in this section to further understand the constraints that R may
have over the physical conditions and discuss the inherent degeneracy. First, what is the relation
between the parameter space of the physical conditions and a specific value R (specifically, R of
1.2inIC 342, see § 2.5.1.1)? Second, is a permitted parameter space also physically realistic? Here
we search for a parameter space that is “forgiving” to modest changes of physical conditions
over a large region (§ 2.5.1.2). Third, how do we reconcile conclusions from the two questions
above with the R-L;p relation seen in other galaxies, particularly as it relates to AGN versus
starburst (§ 2.5.1.3), when the constant R over a 1 kpc scale in IC 342 provides constraints from a

new perspective? Although R is ~1.2 in IC342, this value ranges from 0.8 to 2 in other galaxies
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(Krips et al., 2010). We discuss each of the questions in subsections below, and conclude that
R is a good relative abundance tracer of HCN and HCO"in IC342 and that the similar trends
seen in the ratios of HCN/HCO™ of other galaxies suggest that these ratios may also be tracking

abundance patterns there.
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2.5.1.1 Permitted Parameter Space for a Fixed R

We investigate how a fixed value of R of 1.2, the intensity ratio observed in IC 342, is
realized, assuming that HCN and HCO™ coexist and that the (1-0) emission lines originate
from the same regions at the same temperatures and densities. The assumption is based on
the similar morphology and line profiles between HCN and HCO™ (see § 2.4.2). We apply an
escape probability formalism for a uniform sphere geometry, and use a one-component radiative
transfer model with RADEX (Van der Tak et al., 2007) to explore the value of R over a grid of
solutions in the space of the density (ny,) and the column density (/N/dv). The optical depths
and the brightness temperatures are calculated under the corresponding parameter space to
determine R (see Appendix B for details). Specifically, ny,, N/dv, and T are all taken as constant
properties within a beam. We find that the results are insensitive to temperatures from 10 to
100 K, and show calculations for 30 K, which is close to the temperature of the molecular gas
suggested by Meier & Turner (2001). The range of ny, is chosen from 102-107 cm =3, and N/dv
is from 10?1725 cm~2/50 kms~!. The abundance of [HCO*/H,] is fixed at 2x 10~® (the Galactic
value adopted by Krips et al., 2008), and the abundance of HCN is scaled relative to HCO™. We
note that changes in the value of the abundance of HCO™ shift the grid of solutions along the
y-axis (see discussions below), but do not influence our conclusions.

We present in the left panel of Figure 2.5 the grid of solutions in the parameter space that
produces R = 1.2. The axes are ny, and N/dv, with contours in the non-shadowed regions
representing the column density ratios of HCN to HCO™ or, equivalently, the abundance ratios
that give a fixed constant R of 1.2. The shadowed regions represent the parameter space without

a solution.
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Table 2.2: Physical conditions of the four marked regions in Figure 2.5. “sub” and “(~)therm”
represent subthermalization and (near-)thermalization. See Appendix. B for the detailed pattern
of 7 and T over the (ny,, N/dv) grid.

Region  Optical depth  Excitation condition
HCN HCO™* HCN HCO™*

1 T>1 sub sub
2 T~ 1 ~therm therm
3 T>1 7~138 therm therm
4 T>1 721 sub sub

Not all solutions, however, are physically realistic. We investigate the constraints on the
excitation conditions or optical depth for four different regions marked with circled numbers
on the left-hand panel of Figure 2.5. These constraints are summarized in Table 2.2. In region
1, both lines are subthermalized, and the level populations are controlled by collisions. Both
lines are optically thick, and the intensity ratio is determined by the ratio of the excitation tem-
perature 7. Region 2, in contrast, controls R through the relative optical depth together with
Tex. In region 2, both HCN and HCO™ have intermediate optical depth, and HCO™ emission is
thermalized. Region 3 requires a fixed 7(HCO™), for which 1 — e” = 1/1.2, because HCN emis-
sion is optically thick and T, of HCN and HCO™ are equal. Such a tight constraint rules out
region 3 as a realistic solution. Finally, contours in region 4 are parallel to the horizontal axis.
Although both HCN and HCO™ are subthermalized in this region due to the low value of ny,,
both 7(HCO™) and the T, ratio are independent of ny, in this region. Similarly to region 3, we
consider the constant 7 in region 4 to be unrealistic.

Because both regions 1 and 2 are the permitted parameter spaces for a fixed R with a
value of 1.2, we further compare the two regions in § 2.5.1.2 to see whether the two regions can

apply to the whole bar region of IC 342.
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Table 2.3: Key criteria for identifying the physically more feasible parameter space in the bar
region of IC 342.

Comparison with ...  Criteria Better Region
Models Range of [HCO*/Hy]dv/dr Region 2
Allowed uncertainties for a specific R Region 2
Observations Column density measured by C**O(1-0) Region 2
7(HCN) derived through H'2CN(1-0)/H!3CN(1-0) Region 2
T7(HCN) estimated by comparing ... Region 2
... single-dish/interferometer maps
The abundance ratio of HCN to HCO™ N/A

2.5.1.2 Thermal vs. Subthermal in the Bar of IC 342

Our RADEX modeling results show that for the constant HCN(1-0)-to-HCO™(1-0) ratio
across the IC 342 bar, there is a degeneracy of the parameter space in both region 1 and region 2.
We discuss below whether the degeneracy may be further broken by comparing the theoretical
predictions with the observations, including the column densities, the optical depths, and the
abundance ratios derived from current and/or past studies as direct evidence for comparison.
We show in this subsection that region 2 (thermal excitation) serves this requirement better
than region 1 (subthermal excitation) does, and summarize in Table 2.3 the key criteria.

Theoretical constraints from the RADEX modeling: A constant R in the grid of
(nn,, N/dv) is produced along the abundance ratio contours (Figure 2.5). As the orientation
of the contours reflects the relationship of ny, and N/dv, we argue below that the pattern of
the contours is more feasible in region 2. In region 1, this corresponds to ny, - N ~ con-
stant. In region 2, the contours resemble more of the condition that dv/dr is constant, because
N/dv-dv/dr ~ Ny, /dr ~ ny,. This point is illustrated as a group of parallel straight lines with

a slope of one in the right panel of Figure 2.5, in which the intercept of each line corresponds to
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a different [HCO™*/Hy]dv/dr. As is shown in Figure 2.5, although [HCO™/Hy]dv/dr only spans
one order of magnitude, from 1.6x 1071 t0 1.6x10™ kms™! pc™!, in region 2, in region 1 the
range is as high as four orders of magnitude. Therefore, the ny,-N/dv relation in region 2 is
more realistic for a fixed R.

The “indirect” evidence of a constant HCN(1-0)-to-HCO™ (1-0) ratio across the IC 342 bar
fits the movement of points along the abundance ratio contours of region 2 better. If points
on the (ng,, N/dv) space move along the constant dv/dr direction in the grid, region 1 has a
smaller tolerance on the uncertainties to the solutions of a specific R. We illustrate this point in
the right panel of Figure 2.5, in which we only keep contour lines in regions 1 and 2, for clarity.
Specifically, the red- and grey-shadowed regions represent R from 1.1 to 1.2, and from 1.2 to 1.3,
a range that represents the uncertainty level we have observed in IC 342. Although the wider
shaded region in region 1 seems to allow for a larger permitted parameter space under R from
1.1 to 1.3, the permitted range along the constant dv/dr is actually much smaller than that of
region 2.

Observational constraints: We also compare with observational constraints on the col-
umn densities, the optical depths, and the abundance ratio to discuss which region on the grid
of (ny,, N/dv) is the preferred parameter space for the bar of IC 342.

To compare column densities and decide which excitation region better represents the
conditions in IC 342, we make the assumption that C'*O and HCN (or HCO™) are tracing the
same gas. As we have shown in § 2.4.2, the corresponding Ny, (or N/dv) is ~ 10*? ¢cm™2 (or
10293 cm™2 kms™!). The column density inferred from region 2 is thus more realistic.

Past observations of isotopologues of HCN in IC 342 show that HCN has an intermediate

optical depth, also suggesting that region 2 is preferable (Downes et al., 1992; Schinnerer et
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al., 2008; Schulz et al., 2001; Wilson, 1999). Schulz et al. (2001) measured the intensity ratio of
H'2CN(1-0) to H'¥*CN(1-0) over GMCs in the center of IC 342 and found a value of ~40. This
value is larger than one but smaller than the local [*>C/*3C] ratio of ~ 60 (Wilson, 1999). These
measurements indicate that both H*?CN and H'3CN have intermediate optical depths, and thus
are neither thick nor thin.

The comparison between the single-dish GBT/Argus image and the interferometric im-
ages (Downes et al., 1992; Schinnerer et al., 2008) also shows that HCN has an intermediate
optical depth. If 7 were much larger than one, it would then wash away substructures. The
giant molecular clouds (GMCs) observed by interferometers in scales of ~80 pc at the center
of IC 342 (Downes et al., 1992; Schinnerer et al., 2008) would be behind an opaque screen, and
would therefore be invisible. One alternative explanation to the extended HCN emission ob-
served by the GBT is that optically thick small clouds form a foreground screen with gaps that
are much smaller than the GBT beam, but such a scenario is not seen in the interferometer
images and is therefore unrealistic.

The abundance ratio of HCN to HCO™ would distinguish regions 1 and 2 if the range of
the value of the ratio could be constrained to order unity (region 2) or order ten (region 1).
However, neither theoretical models nor observations support such a constraint in the bar of
IC 342. In the nucleus of IC 342, the central starburst produces both bar-induced shocks and
PDR regions (Meier & Turner, 2005). Shocked molecular clouds allow possible endothermic re-
actions to occur, and gas-phase ion-molecule reactions to proceed in the compressed layers, so
the abundance of HCO™ could be suppressed by at most two orders of magnitude (see Figure 1
in Iglesias & Silk, 1978). As a comparison, models of PDRs mostly yield [HCN/HCO™]>1 (Pa-

padopoulos, 2007). Therefore, we cannot distinguish region 1 and 2 through the predictions on

56



the abundance ratio.

2.5.1.3 Thermal vs. Subthermal in the General Case

As we have discussed in § 2.5.1.1 and Table 2.3, we favor region 2 more than region 1 in
the nuclear bar region of IC 342. However, in either the R-L;r or the R-AGN/SB relation as
described in the introduction, it is the condition in region 1, subthermal excitation and large
optical depth, the common interpretation inferred from unresolved or low spatial resolution
observations (e.g., Jiménez-Donaire et al., 2017; Krips et al., 2008).

We investigate (1) whether region 1 is the unique solution to single-beam observations
on samples of external galaxies, and (2) whether solutions in region 2 apply if external galaxies
are spatially resolved and still keep a constant R (e.g., R=1.4 across the spatially resolved bar
of NGC 253 in Knudsen et al., 2007).

First, we analyze the line intensity ratios of higher-.J to J=1-0 transitions of IC 342 with
the LVG model, following the work of Knudsen et al. (2007). In Knudsen et al. (2007), NGC 253
was reported to have spatially resolved and indistinguishable HCN(1-0) and HCO™(1-0) with
R=1.4. By comparing with single beam /=3-2 data, they conclude that both HCN(1-0) and
HCO™(1-0) are optically thick and are subthermally excited (ny, = 10>? cm™3 at 50 K).

For IC 342, J=4-3 transitions observed with the James Clerk Maxwell Telescope (JCMT)
(Tan et al., 2018) are available for HCN and HCO™. We convolved the J=1-0 image to the 14”
beam resolution of HCN(4-3), and found that the line intensity ratio of (1-0)/(4-3) (hereafter
referred as ry;) is ~3-10 and ~2.5-6 for HCN and HCO™, respectively. Using the same param-

eters in RADEX as § 2.5.1.1 over the one-component model, the range of r4; corresponds to
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Figure 2.6: Contours represent 19,43 of HCN over the grid (n, T') for logioN (Hs)/dv = 22.3.
The red region shows where 143 is from 3 to 10. The orange area shows the solution for ry/43
from 3 to 10 when log;o N (Hs)/dv = 21.3, which has a 10 times lower column density.

Ny, from 10%5-10%° cm™3 (Figure 2.6) if HCN(1-0) were optically thick (7>>1). Although this
result seems to be consistent with the condition that Knudsen et al. (2007) have suggested, and
is located at region 1 (see Figure 2.5), such a combination of the column density and the particle
density is not the unique solution that comes from single-beam observations. For example, a
combination of a column density that is 10 times lower, an intermediate optical depth close to
one, and a high ny, at which HCN(1-0) is thermalized also produces r,; in range of ~3 to 10

(see the orange area in Figure 2.6).
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Second, to explore whether the range of plausible solutions above for IC342 would apply
to spatially resolved observations of other galaxies, we present in Figure 2.7 the solutions to
the parameter space when R = 0.8, 1.4, and 2. The range between 0.8 and 2 is typical in a
sample of galaxies when the R-L;r or R-AGN/SB relation is discussed (e.g., Krips et al., 2010).
If R is smaller than one, each (ny,, N/dv) pair has a solution of the abundance ratio, because
HCO™ has a smaller critical density and is thermalized more easily than HCN. If R is larger
than one, the solution in the (nyg,, N/dv) grid is similar to that of R = 1.2 (see Figure 2.5).

Specifically, as R increases, the upper limit of allowed solution, N/dv at ny, < 10° cm™3,

3 increases

decreases, and the corresponding abundance ratio for (ny,, N/dv) at ny, < 10° cm™
(see Figure 2.7). Such a behavior explains why the value of R as large as, for example, 5, is not
seen in external galaxies. For such 