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A B S T R A C T

We present a hybrid approach for simulating hypervelocity impacts onto asteroids. The overall system response
is separated into two stages based on their different characteristic timescales. First, the short-timescale frag-
mentation phase is simulated using a modified version of the Tonge–Ramesh material model implemented in a
Material Point Method framework. Then, a consistent hand-off to an N-body gravity code is formulated to
execute the long-timescale gravitational reaccumulation calculation. We demonstrate this hybrid approach by
considering the 5 km/s head-on impact of a 1.21 km diameter basalt impactor on a 25 km diameter target
asteroid. The impact event resulted in the fragmentation, but not complete disruption, of the entire target. A
granular core is observed at the end of the fragmentation simulations, which acts as a gravity well over which
reaccumulation occurs in the N-body simulations. Our results suggest that disruption thresholds for rocky as-
teroids are higher when energy-dissipating mechanisms such as granular flow and pore collapse are included.

1. Introduction

Asteroid impacts ranging from small-scale cratering events to cat-
astrophic disruption have played a crucial role in the evolution of the
asteroid belt. Studying the impact history of asteroids also provides a
glimpse into the active processes from the early formation of the solar
system. Detailed information about asteroid shapes, composition, and
orbital dynamics has been collected through remote sensing
(Hérique et al., 2017) and spacecraft missions (Barucci et al., 2011);
however, the internal structure of those asteroids remains poorly con-
strained. Is an asteroid a fractured monolith, or a rubble pile of grav-
itationally bound fragments? This distinction is difficult to make even
for asteroids with known bulk densities. As pointed out in
Asphaug (2009), the same data for asteroid 433 Eros could be inter-
preted to support a monolithic structure with impact-induced grooves
(Prockter et al., 2002), or to support a rubble pile (Asphaug et al.,
2002). Since laboratory experiments alone can not sufficiently re-
produce the scales and conditions within asteroid impacts, numerical
modeling has become a valuable approach for providing insight into the
internal structure of asteroids, asteroid surface modification, and the
formation of asteroid families and satellites.

Studies of asteroid hazard mitigation, together with the prospect of

kinetic impactor-based space experiments such as the DART mission
(Cheng et al., 2015), also call for detailed computational modeling of
hypervelocity impacts onto small (sub-km) asteroids. A primary result
of interest in asteroid mitigation studies is a measure of the momentum
transfer characterized by the momentum enhancement factor, β
(Lawrence, 1990; Walker and Chocron, 2011). The β-factor is the ratio
of the total momentum imparted to the post-impact target and the in-
itial momentum of the impactor. If no material is ejected, then only the
momentum of the impactor has been added to the target and =β 1. If
material is ejected from the target, this can enhance the momentum
transfer to the body (β>1). As such, tracking the fate of ejecta from
fragmentation to ejection and reaccumulation is crucial in capturing the
momentum enhancement of the target following a high speed impact.

Numerous studies have demonstrated the importance of multi-stage
modeling of asteroid impact processes so as to follow the ejecta from
the early stages of impact to the late stage of gravitational re-
accumulation (e.g. Michel et al., 2001; Durda et al., 2004, 2007).
Michel et al. (2001) simulated the catastrophic disruption of a large
parent asteroid and the subsequent formation of asteroid satellites using
a two-step process where material fragmentation during the first few
seconds was captured using a Smoothed Particle Hydrodynamics (SPH)
code. In their simulations, the target was fully disrupted at the end of
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the SPH calculation. The smoothed particles in SPH were then trans-
formed into discrete rigid spheres, and their positions and velocities
handed off to a gravitational N-body code (pkdgrav) to trace the
evolution of the system over several days post-impact. Since particles in
SPH do not have a physical radius, and owing to the smoothing kernel
in SPH codes, an iterative approach is often employed in which the
particles’ radii are sequentially reduced until there is no overlap among
the spheres.

The feasibility of this two-step approach was demonstrated through
a detailed parametric study (Michel et al., 2002) and was later used to
explore the origin of asteroid families and satellites (Michel et al., 2003;
Durda et al., 2004, 2007). The approach also suggested a possible origin
of asteroid (25143) Itokawa as a rubble-pile aggregate by-product of a
catastrophic disruption event (Richardson et al., 2009; Michel and
Richardson, 2013). It is notable that in all of these studies, the initial
impact leads to the complete disruption of the target asteroid, down to
the SPH numerical resolution, and the number of fragments was
therefore equal to the number of SPH particles. This total disruption
outcome was insensitive to the chosen resolution, leaving no individual
fragment larger than the particle discretization size at the end of the
fragmentation phase (Michel et al., 2002).

Recently, Tonge et al. (2016) investigated the impact history of
asteroid (433) Eros using a new material model for brittle materials and
a very different numerical approach. The Tonge–Ramesh material
model incorporates multiple physical processes that occur during an
impact event, such as dynamic crack propagation and damage accu-
mulation, porosity growth and pore compaction, and granular flow of
highly damaged materials. Tonge et al. (2016) simulated the formation
of the largest craters on Eros (Himeros, Psyche, and Shoemaker)
through sequential impact events onto an assumed shape model of a
“young” monolithic Eros. Interestingly, their results showed the shat-
tering but not complete disruption of the target throughout all of the
three impact events. In addition, a final porosity of 20% was predicted
within Eros as a result of the granular flow of the fragmented material.
This porosity level is not far from the current observed bulk porosity of

about 25% and suggests that Eros could be heavily fractured rather than
a rubble pile aggregate that reaccumulated following a catastrophic
disruption (Wilkison et al., 2002). However, the Tonge et al. (2016)
results focused on the short-timescale fragmentation phase and did not
account for long-term gravity effects such as reaccumulation of material
or the target’s compaction due to self-gravity.

In this work, we follow the hybrid technique of Michel et al. (2001)
by separating the impact event into two main timescales: the short-
timescale fragmentation phase, and the long-timescale gravitational
phase. We use a modified version of the Tonge–Ramesh model that
incorporates the Tillotson equation of state and is implemented in a
Material Point Method (MPM) framework. We validate the material
model by comparing the predicted dynamic tensile strengths with
Brazilian disk experiments on basalt. We use the validated model to first
simulate the fragmentation phase, which is dominated by the stress
waves traveling through the target. Then, a suitable cut-off time is se-
lected to hand off the simulation to the N-body code pkdgrav for the
long-timescale gravitational phase. Unlike SPH-based hand-offs, the
conversion from particles to discrete spheres is greatly facilitated by
taking advantage of the Eulerian-Lagrangian nature of MPM. We im-
plement this approach to study the collisional outcome of a 1.21 km
impactor onto a 25 km target (as in the Michel and Richardson, 2013,
paper) at the early stages and then hand off to the N-body gravity code,
pkdgrav, for the long-timescale gravity evolution.

2. Numerical modeling

2.1. The material point method

The Material Point Method (MPM) is an extension of the particle-in-
cell (PIC) method in which a continuum body is discretized into a set of
Lagrangian material points (or particles) moving within a background
grid (Brackbill and Ruppel, 1986; Brackbill et al., 1988; Sulsky et al.,
1994, 1995). State variables are stored at the material points, while the
computational grid is used to calculate the necessary gradients for

Fig. 1. The top row illustrates the particle/grid interpolations performed during an MPM timestep. A continuum is discretized into a set of material points where all
state variables are stored. At the beginning of a timestep, mass and velocity at grid nodes are calculated by interpolating the values at the material points. The
equations of motion are solved on the grid, and the displacements are interpolated back to the material points. The background grid is discarded and reset at the end
of the timestep. The bottom row illustrates our MPM-to-pkdgrav hand-off method that is consistent with the MPM interpolations. This hand-off procedure is
discussed in Section 4.2.
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solving the equations of motion. This background grid is discarded and
reset after each timestep, avoiding the undesirable mesh tangling and
advection errors of mesh-based methods when modeling large de-
formations (Fig. 1, top row). This dual particle-grid nature defines two
numerical resolutions related to (a) the cell size or spacing, and (b) the
number of particles per cell. In effect, the cell spacing defines the
smallest lengthscale for which a particular gradient can be calculated,
and the number of particles per cell determines the integration order
within each cell. One of the advantages of MPM is that the use of the
grid renders it trivial to apply boundary conditions and resolve material
contacts. The numerical difficulties in SPH related to surface particles
(when the kernel support is not fully included) or the tensile instability
(Swegle et al., 1995) (from kernel approximation) are therefore elimi-
nated in MPM. In addition, contacts are resolved trivially in MPM by
means of the background grid, eliminating the need for the expensive
neighbor-search algorithm in SPH when boundary conditions are not
contained in the weak form of the conservation equations
(Kupchella et al., 2015).

As such, MPM is well suited for simulating large deformations of
solids and has been used in a number of applications including mod-
eling injury in soft biological tissues (Ionescu et al., 2006; Ganpule
et al., 2017), response of granular materials (Bardenhagen et al.,
2000a,b, 2001), and asteroid impacts (Tonge et al., 2016).

In MPM, a body is first discretized into a set of material points at
which all variables (mass, velocity, temperature, ...) are stored. An in-
tegration for a timestep Δt starting at a time t begins by interpolating
the material point mass mp and momentum pp

t onto the grid such that
the total nodal mass mn and nodal momentum pn

t0 are conserved. The
nodal mass is obtained by interpolating the contributions from sur-
rounding material points using a shape function = xS S ( )np n p as:

∑=m S mn
p

np p
(1)

∑=p pSn
t

p
np p

t

(2)

The grid mass matrix is constant throughout a single timestep, but is
not necessarily the same at a subsequent timestep. Since material points
can move across cell boundaries, the individual components of the grid
mass matrix could change and should be computed at the beginning of
every timestep. Consequently, a lumped mass matrix is generally pre-
ferred in order to minimize the computational cost related to matrix
inversion at each timestep. Following Eq. (2), momentum is conserved
by construction.

The grid velocities can then be calculated by dividing the nodal
momentum by the nodal mass:

=v p m/n
t

n
t

n (3)

After solving on the grid the weak form of the potential energy
minimization, the nodal velocities at the end of the timestep are in-
cremented as:

= ++v v a tΔ ,n
t t

n n
Δ (4)

where an is the nodal acceleration.
The material point positions and velocities are then updated by

interpolating the velocities and accelerations from the grid nodes:
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Note that Eqs. (1) and (2) are particle-to-grid interpolations whereas
Eqs. (5) and (6) are grid-to-particle interpolations.

Finally, the material point strains and Cauchy stresses are in-
cremented using the strain rate tensor, which is the symmetric part of

the velocity gradient.
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2
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n
t t

np
Δ Δ Δ
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The choice of functional expressions for evaluating the shape
functions Sn(xp) has direct consequences on the stability and con-
vergence of MPM algorithms. The classical MPM approach assumed
that the entire mass associated with a material point is concentrated at
the location of that point, and as such the same shape functions from
finite element (FEM) codes could be directly used, i.e,

= = xS N N ( )np np n p (Sulsky et al., 1994). Bardenhagen and Kober (2004)
showed that this assumption leads to cell-crossing artifacts in which
artificial internal forces are developed as a result of a particle crossing a
cell boundary, and proposed instead a generalized form for the shape
functions given by:

∫
∫

=
x x

x
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χ
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,np

p np p

p

Ω

Ω

p
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where the material point xp is assumed to occupy a domain Ωp. If the
material point occupies an infinitesimally small domain (a true point),
then χ(xp) is a Dirac delta function, and the classical MPM formulation
is recovered. Otherwise, if the material point is assumed to occupy a
finite domain (i.e., =xχ ( ) 1p in some particle domain Ωp and 0 else-
where), then χ(xp) is a Heaviside step function. A number of alternative
MPM shape function formulations such as the Undeformed Generalized
Interpolation Material Point (UGIMP), the Convected Particle GIMP
(CPGIMP), the Convected Particle Domain Integration (CPDI), and the
second order CPDI (CPDI2) are then derived, all of which resolve the
cell crossing issues of classical MPM. The particle domain Ωp is typically
rectangular (in 2D) prior to deformation. In UGIMP, these domains are
assumed to be unchanged throughout the deformation, whereas in
CPGIMP the area can deform while keeping its rectangular shape (i.e.
stretched). On the other hand, CPDI and CPDI2 convect the initially
rectangular particle domains into parallelograms or general quad-
rilaterals, respectively. The concept is similarly applied to general 3D
shapes, and the particular details of the different functional expressions
for χ(xp) are well discussed in Sadeghirad et al. (2011). In this work, we
use a UGIMP interpolator. We note that UGIMP suffers from the so-
called “numerical fracture”, which occurs when material points become
separated by more than 1 cell and can no longer “communicate”
through the background grid. This numerical anomaly is similar to the
case of two SPH particles being separated by a distance larger than their
radii of influence. The effects of this numerical fracture can be severe
when modeling a material that can sustain very large deformations
without fracturing (such as polymers), but is minimal for brittle ma-
terials simulated at high-enough resolutions. For the material and re-
solution used in this work, a separation of more than one numerical cell
would only occur in the material points representing heavily frag-
mented blocks that are ejected from the impact crater, as will be de-
monstrated in Section 4.1, and the use of UGIMP is therefore accep-
table.

In this work, we use the Uintah framework1 (Germain et al., 2000;
Guilkey et al., 2009) implementation of the MPM algorithm. Uintah is a
highly parallel and adaptive computational tool equipped to tackle
large-scale multi-physics problems spanning a wide range of length and
time scales.

2.2. The Tonge–Ramesh material model for geomaterials

The internal strength of a rocky asteroid has a great effect on its
collisional evolution. Following an impact onto brittle materials (such
as rocks), stress waves travel through the target and probe the internal

1 http://www.sci.utah.edu/download/uintah/.
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structure causing the nucleation of cracks and propagation of pre-ex-
isting flaws. Several key mechanisms should be considered in this re-
gime, including: (a)the thermodynamic response, described by both the
elastic response and an appropriate equation of state; (b) the frag-
mentation response, described by the damage kinetics and interaction
and growth of cracks; and (c) the motion of fragmented material, de-
scribed by granular flow, pore compaction, and tensile fragmentation.

The Tonge–Ramesh material model (Tonge and Ramesh, 2016),
which is now available in the public domain and has an implementation
in the Uintah framework, is a mechanism-based material model for the
high-strain-rate response of brittle materials that incorporates self-
consistent dynamically interacting crack distributions, granular flow,
and pore compaction. The material model was first used at the larger
asteroid scales to demonstrate the impact-induced lineament formation
and porosity growth on Eros (Tonge et al., 2016).

In this model, a brittle material is considered as a continuum with a
spatial distribution of flaws that are smaller than the numerical re-
solution of the discretized body. The number density of flaws in a given
representative volume is described by a scalar damage parameter, D,
which characterizes the deterioration in elastic moduli. The material is
considered granular once a critical damage level is reached, at which
point it follows a granular flow yield surface.

The flaw distribution is discretized into N “bins” of similar flaw
families, where the kth family with number density ωk represents flaws
with an initial size of sk from which cracks of length lk may be nucleated
due to the imposed loading conditions. As such, the damage within a
given material point is defined as:

∑= +
=

D ω s l( )
k

N

k k k
1

3
bins

(9)

In this work, we use a bounded Pareto distribution for the flaw
density whose probability density function (PDF) is given by:
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−
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γ γ
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where s is the flaw size, γ the slope of the distribution, and smin and smax

are the minimum and maximum resolved flaws within each computa-
tional cell, respectively. The values used in this work are given in
Table 1. The microstructure is then simulated by generating the local

flaw distribution at every particle, following a discretization algorithm
that takes the computational discretization and the global flaw dis-
tribution as an input and computes a specific realization of the dis-
tribution of flaws within the sample volume. The discretization proce-
dure is described in detail in Tonge and Ramesh (2016).

A self-consistent approach is used at each timestep to calculate the
stress intensity factor resulting from the load as well as the crack en-
vironment. The crack growth rate (l̇) is expressed as a function of the
mode-I stress intensity factor KI at the crack tip as:

⎜ ⎟= ⎛
⎝

−
−

⎞
⎠

l C
α

K K
K K

˙
0.5

,R

c

I IC

I IC

γc

(11)

where KIC is the critical stress intensity factor and CR is the Rayleigh
wave speed in the undamaged material. αc and γc are non-dimensional
parameters that determine the maximum crack speed, and how fast
cracks approach that limiting speed with increasing KI, respectively
(Paliwal and Ramesh, 2008). Note that KI must exceed KIC for any crack
growth to occur. The crack growth rate parameters are measured in-
dependently, with the crack speeds measured directly during dynamic
failure using high-speed photography (Tonge et al., 2013). It follows
that rate effects (Kimberley and Ramesh, 2011; Kimberley et al., 2013)
become an inherent result of the interaction and growth of microcracks
that have a finite propagation speed. In the Tonge–Ramesh material
model, the nature of the rate sensitivity comes from a competition
between the stress required to drive the activated cracks faster and the
activation of the next set of available flaws. This interplay between
local sampling, strain rate sensitivity, and specimen size is resolved for
each flaw family at each material point. When the modeled geometry is
larger, more realizations of the bigger flaws will be present in the local
flaw distribution (compared to a smaller geometry of the same mate-
rial), and lower stresses would be required (at the same strain rate) to
initiate damage in the material by the initial activation of the largest
flaw. The size dependence of strength and the transition strain rate then
becomes a consequence of the different flaw distributions in the ma-
terial points of different sizes.

As cracks propagate and damage evolves, the material reaches a
critical damage level at which most microcracks have intersected and
created many small fragments of material. Thereafter, the material is
considered to be granular, and granular flow is activated. The current
model considers a critical level of damage of =D 0.125 for the onset of

Table 1
Material model parameters used in this work.

EOS ρ0 2700 kg/m3 m/s
A 2.67 ×1010 J/m3

B 2.67 ×1010 J/m3 Benz and Asphaug (1999)
a 0.50
b 1.50
e0 4.87 ×108 J/kg

Small-scale flaw distribution Minimum Flaw size (smin) 5 µm Tonge et al. (2016)
Maximum Flaw size (smax) 1 mm Tonge et al. (2016)
Distribution Exponent (γ) 3.0 Housen and Holsapple (1999)
Flaw Density (η) 2× 1012 m−3 Tonge et al. (2016)
Number of flaw families (Nbins) 25

Large-scale flaw distribution Minimum Flaw size (smin) 1.0 cm
Maximum Flaw size (smax) 80m
Distribution Exponent (γ) 3.0 Housen and Holsapple (1999)
Flaw Density (η) 250m−3

Number of flaw families (Nbins) 25
Micromechanics Fracture Toughness (KIC) 1.6 MPa m Balme et al. (2004)

Maximum Crack Velocity 0.2 Cr Tonge et al. (2016)
Crack Growth Exponent (γc) 1.0

Granular flow Slope of granular flow surface (ADP) 0.6 Martin et al. (2013)
Damage Cohesive Strength (BDP) 0.3 MPa
Damage for Granular flow (Dc) 0.125 Tonge et al. (2016)
Maximum Damage (Dmax) 0.2

Pore compaction Reference crush pressure (P0) 75MPa
Reference distension (α0) 1.25 Fit to Jutzi et al. (2008)
Consolidation pressure (Pc) 200MPa
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granular flow, corresponding to when the flaws have grown so that
their size is on average equal to half of the average spacing between
flaws. Damage can keep evolving until the crack sizes become equal to
the average spacing between flaws, at which point no further cracking
of the grains is possible. Extensions of this crack coalescence model
have been developed by Huq et al. (2016), but we do not use them in
this work.

Once granular flow begins, we use a Drucker–Prager yield surface
for granular plasticity defined as:

⎜ ⎟= + ⎛
⎝

− ⎞
⎠

σ s s
σf A B( ) : tr( )
3

,DP DP
(12)

where s is the deviatoric part of the Cauchy stress tensor σ, with
= −s σ σ Itr( )/3 and I the identity tensor. ADP is a positive parameter

that controls the influence of the pressure on the yield limit and is re-
lated to the angle of friction used in a Mohr–Coulomb yield surface,
while BDP is the gravitational overburden pressure.

Porosity evolution is handled through a −P α porosity model,
which relates the pressure P to the distention α and defines an addi-
tional yield surface as:
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where =α ρ ρ/s is the distention defined as the ratio of the solid’s
density ρs to the total density ρ, and = =J αρ ρ ρ ρ/ /s0 0 is the volume
change ratio. P0 and α0 are reference pressures and distentions re-
spectively, and Pc is the consolidation pressure. For this work, these
parameters are fit to experimental crush curves for pumice (Jutzi et al.,
2009). Together, the P-α and the Drucker–Prager models define the
shape of the yield surface where plastic behavior occurs. The elastic
unloading is described by the damaged elastic moduli.

2.3. Equation of state

The pressure at a material point is obtained from the equation of
state (EOS). Here, we implement a Tillotson EOS (Tillotson, 1962),
which can be regarded as a generalized form of the Mie-Grüneisen EOS
that was used in the original Tonge–Ramesh model. In the Tillotson
EOS, the equivalent Grüneisen parameter (Γ) is a function of both
density and specific internal energy, as opposed to being only a function
of density in the classical Mie-Grüneisen EOS. We only consider the
“solid” part of the Tillotson EOS and do not account for any phase
transformations into liquid or vapor states, a limitation reasonable for
the range of impact speeds that we consider. As such, the pressure of an
undamaged solid is given by:

= ⎡
⎣⎢

+
+

⎤
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+ +P μ η e a b
e e η

ρ η Aμ Bμ( , , )
/( / ) 1

,
0

2 0
2

(14)

where a, b, A, B, e0 are material-dependent Tillotson parameters,
= −η J ,1 and = −μ η 1. The specific internal energy, e, contains con-

tributions from the solid at zero-Kelvin (or a “cold” reference state) in
addition to a thermal contribution. We use the material parameters
outlined in Benz and Asphaug (1999), which are based on lunar gab-
broic anorthosite (O’Keefe and Ahrens, 1982) parameters after sub-
stituting the basalt reference density and bulk modulus as reported by
Nakamura and Fujiwara (1991). Damage evolution leads to a dete-
rioration of the elastic modulii, following the relations derived in
Tonge and Ramesh (2016). The effect of damage on the volumetric
response is then accounted for by scaling the computed pressure for the
undamaged material by the ratio of the damaged bulk modulus to the

undamaged bulk modulus.

3. Experimental validation of the material model

3.1. Background

A number of numerical codes used in similar planetary-scale impact
applications (Michel et al., 2002; Jutzi et al., 2008, 2010) incorporate
the tensile brittle failure of Grady and Kipp (1980) as initially in-
troduced into SPH by Benz and Asphaug (1994, 1995). In such models,
the active number, n, of flaws is assumed ad hoc to be a function of
strain ϵ through a power-law: =n k(ϵ) ϵ ,m where k and m are so-called
material-dependent Weibull parameters.

Vardar and Finnie (1977) estimated a value of =m 2.9 for basalt,
based on pulsed electron beam experiments. Melosh et al. (1992) de-
rived a relationship between the rate-dependent tensile strength and
the m parameter. Using the strain rate sensitivity reported in Grady and
Lipkin (1980) ( ∼ −σ ϵ̇ ϵ̇c

1/3 1/4), they calculated m = 6–9. Their hy-
drocode simulations of impact experiments (Nakamura and
Fujiwara, 1991) using =m 9.5 produced fits to fragment mass dis-
tributions. Benz and Asphaug (1994) performed numerical simulations
of the same Nakamura and Fujiwara (1991) experiments using =m 8.5
and reproduced comparable masses and velocities for the largest frag-
ment, but underestimated the masses of the smaller fragments. Note
that such a process of varying m to match fragment statistics from ex-
periments calibrates the simulations as opposed to specifically vali-
dating the material model, since different computational schemes (with
the same material model) will predict different degrees of fracture and
fragmentation (see the Sandia Fracture Challenge; Boyce et al. (2014)).
Asphaug et al. (2002) reports a value of =m 9.5, derived indirectly
from experimental measurements of tensile strength as a function of
strain rate (Lindholm et al., 1974) .

However, Nakamura et al. (2007) performed a series of dynamic
tensile experiments on the same basalt of Nakamura and
Fujiwara (1991), following the method proposed by Weibull (1939,
1951) and demonstrated that the Weibull modulus m for their basalt
should instead be in the range of −15 17. Further,
Nakamura et al. (2007) shows that =m 17 for a loading rate of
0.035 mm/min and =m 39 for a 14 mm/min loading. These experi-
ments were effectively in the low strain rate regime with respect to the
asteroid-scale impacts, where tensile stress is nearly constant, resulting
in an m that tends to infinity (see Melosh et al., 1992, for the re-
lationship between m and the strain rate). However, the approach has
been used with fixed m to simulate dynamic events in planetary science
for many years. This demonstrates the importance of distinguishing
between (a) the calibration and validation of a material model, and (b)
the “validation” of a simulation approach that incorporates an other-
wise unvalidated material model. The fact than an inaccurate material
model embedded in an impact simulation can capture some features of
an impact experiment does not necessarily validate the combination of
model plus computational approach. Of course, lacking primary la-
boratory data on material behavior, one does the best one can with the
available data.

Our material model makes no assumption on the relationship be-
tween activated flaws and strain, nor on a direct dependence of strain
rate and fracture strength. Instead, flaw activation and growth are
based on a sub-scale fracture mechanics approach that relates the ef-
fective stress intensity factor (KI) to crack growth using Eq. (11). The
initial flaw distribution itself was calibrated using independent dy-
namic compression and edge-on ball impact experiments (Tonge and
Ramesh, 2016). Here, we validate the model using a set of dynamic
Brazilian disk experiments published by Ramesh et al. (2017) and de-
monstrate the model’s ability to capture dynamic tensile failure over a
wide range of strain rates. The material parameters used in our model
are shown in Table 1.
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3.2. Brazilian disk experiments

The Brazilian disk test is an experimental technique to indirectly
measure the tensile strength of brittle materials (e.g. Zhao and
Li (2000); Li and Wong (2013)) in which a thin circular disk is dia-
metrically compressed until failure. The compression along one direc-
tion induces tensile stresses along the perpendicular direction. From the
measured dynamic load-to-failure (F) for a disk with diameter D and
thickness t, the tensile strength (σt) is defined as:

=σ F
πDt
2 .t (15)

Ramesh et al. (2017) present dynamic strength measurements for
basalt with the dynamic load applied on the sample (10 mm in diameter
and 2 mm thick) using a conventional Kolsky bar setup (Ramesh, 2009).
A copper cushion is placed at the tungsten carbide platen/basalt sample
interface to prevent stress concentrations at those surfaces. The ex-
periments were carried out at strain rates ranging between −20 200 s−1.

To validate the tensile failure in our material model, we set up the
simulations with the same specimen geometry and use the velocity
measurements recorded at the input bar as initial conditions. We dis-
cretize the sample using a numerical resolution that gives a cell spacing
of 0.1 mm with one particle per cell. We assume an inverse power-law
distribution of flaws that is characterized by a bounded Pareto dis-
tribution with a slope of 3.0. This slope gives self-similar scaling in the
crack sizes where the average distance between flaws longer than a
specified size scales linearly with the crack length and is consistent with
the experimental observations of Housen and Holsapple (1999) where
flaws followed a power-law spanning many orders of magnitude. The
top row in Fig. 2 shows images acquired through a high-speed camera
during a dynamic Brazilian disk experiment ( −30 s 1) on a basalt sample,
and the bottom row presents the damage profile in the corresponding
MPM simulation. As the incident bar (on the left) compresses the
sample, a tensile stress state is developed perpendicular to the loading
direction. For a quasi-static test on a homogeneous, isotropic, and
elastic material the maximum tensile stress would be at the geometric
center of the specimen. In a dynamic test, wave interactions lead to a
time-dependent shift in the location of maximum stress. Material het-
erogeneity also affects the location of the initial macro-scale crack
nucleation. Consequently, at =t μs160 , the first subscale flaws are ac-
tivated off-center but along the horizontal diameter. These cracks
propagate orthogonal to the direction of maximum tensile stresses until
fragmenting the disk. The damage profile at 220 μs is a typical failure
pattern in Brazilian disk experiments (Zhou et al., 2014). The measured
strengths are shown in Fig. 3 along with similar datasets from

Housen (2009) and Nakamura et al. (2007) performed on different
basalts. We estimate the strain rates of Nakamura et al. (2007) using the
reported loading velocity and sample dimensions.

The numerical calculations were repeated for different simulated
strain rates, and the computed dynamic tensile strengths are also shown
in Fig. 3. These results illustrate the capability of the material model to
reproduce tensile strengths within the same range as those seen in the
experimental measurements, with a trend that replicates the strain-rate
dependence of the strength, using only the flaw distribution as input.

4. Numerical simulation of asteroid impact

Now that we have demonstrated the material model’s capability to
capture strain-rate effects using a micromechanics definition of sub-
scale crack growth, we seek to simulate hypervelocity impacts onto km-
sized asteroids. We consider the case of a 1.21 km diameter impactor
striking head-on a 25 km diameter target with an impact velocity of 5
km/s, with both the impactor and the target modeled as basalt mono-
liths. These initial conditions and impact configuration are, in essence,
identical to that of Michel and Richardson (2013). The difference is in
the material model used (Tonge–Ramesh), and the numerical scheme
(MPM) and computational framework in which these are implemented
(Uintah). Simulating the same impact allows us to assess the con-
sequences of using a realistic material model that properly captures
rate-dependent behavior. From a process perspective, we separate the
problem of impact fragmentation and ejecta evolution into two sub-
problems based on their characteristic timescales. In the short-timescale
fragmentation phase (up to a few tens of seconds), stress wave inter-
actions dominate the problem, and so we use the MPM implementation
of the Tonge–Ramesh material model. Beyond that time, gravitational
forces become important and so we formulate a consistent hand-off
scheme to transition the MPM results into the N-body gravity code,
pkdgrav, which will capture the evolution of ejecta for the hours
following impact.

4.1. Short-timescale fragmentation phase

We choose a background grid resolution that consists of
200× 200×200 m cells with 1 material point per cell. This resolution
is equivalent to 3 particles per impactor radius and results in a little
over 106 total particles in the system. Given the dimensions of the
computational cell, we extend the initial flaw distribution to in-
corporate flaws as small as 1 cm and as large as 80 m with a flaw
number density of 250 flaws/m3. The 1 cm cut-off is chosen to maintain

Fig. 2. The top row of images are acquired through a high-speed
camera during a dynamic Brazilian disk experiment on a basalt
sample (diameter is 10 mm). The bottom row shows a similar
setup in MPM. The blue color refers to undamaged material, and
the red is damaged material. The sample is dynamically com-
pressed (by the incident plate on the left), and a state of local
tension develops near the diameter’s center. A crack initiates due
to the tensile stresses (middle picture) and propagates towards the
platens, leading to failure. (For interpretation of the references to
colour in this figure legend, the reader is referred to the web
version of this article.)
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a balance between resolving the sub-scale flaw size distribution and the
available computational resources, whereas the 80 m upper limit is
chosen to be consistent with the homogenization process at the material
point level. The flaw number density for this larger crack size popula-
tion is obtained using the same Pareto distribution as the simulations of
the Brazil disk experiments (Table 1).

The direct computation of self-gravity is ignored during the failure
phase occurring in the first few seconds following impact since the
fragmentation timescale in this hypervelocity collision is orders of
magnitudes smaller than the dynamical timescale for gravity (further,
the lithostatic pressure is small compared to the shock wave ampli-
tude). Instead, we approximate the gravity effect at these times by
setting the overburden strength of the granular material to the grav-
itational overburden pressure at the center of the asteroid (Asphaug and
Melosh, 1993; Tonge et al., 2016). This simplification overestimates the
attractive force of gravity and underestimates the amount of porosity
produced by the impact event. However for the timescales simulated in
MPM, the dominant mechanisms are described in the material model,
and the gravitational forces are much smaller than the inertial forces.

The fragmentation-phase calculation was carried out for a total si-
mulated time of -37 s. One example of the typical outputs of the si-
mulation are shown in Fig. 4 in terms of snapshots of the damage in the
target at different times. Although these are full 3D Simulations, the
figure shows 3/4 of the initially spherical target so that the evolution of
internal damage can be observed. Note that sub-scale material hetero-
geneity breaks the symmetry of the problem. Each material particle is
colored according to the degree of damage (Eq. (9)) in the particle. Note
that granular flow begins in our material model when the damage
parameter D reaches a value of 0.125, and the damage in a particle
saturates at =D 0.2 (colored in red in Fig. 4).

Immediately after impact (2 s), a highly damaged region develops
just and below the impact site while shock waves propagate deeper into
the target. As these waves propagate further within the target ( −4 6 s),
more sub-scale cracks are activated, and by ∼ 6 s all material points in
the target have sustained some level of damage high enough for the
onset of granular flow. Notice that the damage profile is not axisym-
metric due to the inherent variability in the flaw distributions that is
incorporated in the model. The reflected waves from the free surface
( −6 12s) do not substantially change the overall damage profile since it
is easier to grow preexisting cracks than it is to form new crack net-
works. By 18 s, the wave interactions from the impact have dissipated.
Beginning around 12 s after impact, we observe ejecta coming from the
impact site. These particles have speeds greater than 15 m/s, which
exceeds the escape velocity on the surface of the body. Note that the

“numerical fracture” limitation in the UGIMP implementation of the
MPM equations that was discussed in the earlier section applies to these
material points. The consequence here would be in overestimating the
velocities of these particles as a trade-off to increased computational
cost if we use CPDI2. In this simulation, only a small fraction of material
points have been separated by a distance large enough for numerical
fracture. These material points correspond to the high-velocity ejecta
seen between 24–37 s in Fig. 4. We accept this limitation as these
particles are unlikely to re-accumulate on the target and would not
have a considerable impact on the damage and velocity profiles in the
remainder of the target. A different treatment (such as using CPDI2)
could be warranted when studying the formation of asteroid families or
the low velocity ejecta in the context of asteroid mitigation simulations.

After 30 s, the entire target has been damaged to some degree, with
the bulk of the damage on the side that was impacted. Note that the
extent of the high damage (shown in red) is much larger within the
body than is visible on the surface. A crater has been formed (not easily
seen in the visualization), but note that our simulation was not designed
with the resolution to investigate crater dynamics. Ejecta from the
crater formation event includes high ejecta velocities, as previously
discussed, and essentially all of the surface particles all around the
target begin to move away from the surface at velocities that range from
5 to 20 m/s. However, there remains a large core of particles in the
target that have been damaged but have very low velocities. That is, the
entire target is not disrupted by the impact event. This is a key differ-
ence between our results and those of Michel and Richardson (2013).
The damage profile and velocity fields have been fully established and
the pressure at all material points is below the lithostatic pressure. This
indicates that the dominant physics of the problem has transitioned
from a wave interaction and stress-dominated problem to one domi-
nated by gravity and rigid-body forces. We therefore choose this time as
a cut-off for handing over the simulation data to pkdgrav.

4.2. Hand-off from MPM to pkdgrav

Once the pressures within the target become comparable to the
gravitational overburden pressure, the system’s evolution and the ex-
tent of reaccumulation are entirely determined by the velocity field of
the individual fragments. The essential physics occuring in this longer
timescale for reaccumulation can be properly captured by N-body
gravity codes such as pkdgrav (Richardson et al., 2000; Stadel, 2001).

The results from our MPM runs need to be transitioned into a format
suitable for N-body codes. In pkdgrav, materials are discretized into
spheres. This spherical discretization requires having a set of well-

Fig. 3. Basalt tensile strength dependence on
strain rate. Brazilian disk experiments
(Ramesh et al., 2017). are plotted along with
Housen (2009) and Nakamura et al. (2007).
The Nakamura et al. (2007) strain rates are
first-order estimates based on the platen
loading speed and sample dimensions. Our
model shows close agreement with the ex-
perimental data, especially at the higher strain
rates.
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formed elements that are non-overlapping or with extremely small
overlaps as initial conditions in order to avoid unrealistic repulsive
forces to reverse the overlap (Schwartz et al., 2016). Therefore, a
consistent hand-off scheme is desirable that will ideally conserve the
total momentum and energy of the system and result in a set of non-
overlapping spheres at the initial step of the N-body simulation. We
have developed such a consistent hand-off procedure, and this is de-
scribed below and illustrated in the lower half of Fig. 1.

First, we determine the positions of the material points at the final
timestep of the MPM simulation relative to the undeformed grid, con-
sistent with the last step in the MPM algorithm (Fig. 1). We then in-
terpolate the particle mass and momentum onto the background com-
putational grid using the shape functions from MPM (Eqs. (1) and (3)).
Nodal masses and velocities are calculated and interpolated back onto a
single equivalent material point located at the center of each compu-
tational cell. Finally, the centered material point is transformed into a
discrete sphere with a radius equal to half the grid cell length (last sub-
plot in Fig. 1). The process is repeated for all MPM cells and the final
data is written out into a format that can be processed in pkdgrav. This
process conserves the total mass and momentum by construction. Small
kinetic energy losses may occur in cells where a large number of ma-
terial points are present, such as in highly compacted regions near the
impact site. The order of this kinetic energy loss is equivalent to the
energy dissipation in the MPM algorithm, which in our case is less than
1% of the total energy. In this hand-off, the projection of data from the
material points to the grid preserves the total linear and angular mo-
mentum, but the total kinetic energy on the grid is less than the total

kinetic energy in the material-points. The material-point-to-grid inter-
polation step dissipates kinetic energy, as do all GIMP implementations
(which are either energy conserving or momentum conserving). This
kinetic energy dissipation should always be quantified prior to running
a pkdgrav simulation to ensure that the initial conditions in the
gravity phase do not differ considerably from the last step of the MPM
computation. The hand-off algorithm could be re-formulated to use a
different sampling scheme in which the merging process results in two
spherical particles instead of one, hence minimizing energy losses. Such
advanced merging processes have been described in
Vranic et al. (2015); Luu et al. (2016). In our case, the total energy lost
in the hand-off process from MPM to pkdgrav was only 0.39%, and so
we do not explore other algorithms for the hand-off. Note that a sub-
sequent hand-off from pkdgrav back to MPM can be constructed in a
similar manner and would allow the simulation of re-impact events
following a reaccumulation stage.

In addition to the particle position, mass, and velocity, we also store
the damage information by averaging the damage in each computa-
tional cell. In the long-timescale regime, we only use this damage value
to label the “damaged” pkdgrav particles with different colors.

4.3. Long-timescale gravity phase

After the position, mass, velocity, and damage information from the
final step of the MPM simulations are handed off to pkdgrav, we set up
the second phase of the simulation that explicitly captures the grav-
itational interaction and evolution of the materials. We here use the so-

Fig. 4. Short timescale fragmentation phase simula-
tions performed within an MPM framework (Uintah)
of the 1.21 km diameter impactor striking the 25 km
diameter target head-on at the upper hemisphere.
While these are full 3D simulations, in these snapshots
a quarter-slice of the spherical target is removed to
visualize its interior. A highly damaged region (in red)
develops under the impact site, along with some
visible radial lineaments. The entire target develops
some level of damage (colored yellow) and granular
plasticity is activated at all material points. A damaged
“core” of low-velocity particles forms near the target’s
center, which remains as the largest remnant in the
long-timescale gravity simulations. We select =t 30 s
as a cut-off time for the N-body gravity code hand-off.
(For interpretation of the references to colour in this
figure legend, the reader is referred to the web version
of this article.)
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called “soft-sphere” discrete element method (SSDEM) (Schwartz et al.,
2012), where the geometry is represented by a set of spherical particles
that are allowed to have finite contact interaction times. SSDEM allows
for the modeling of contact forces between particles in granular mate-
rial, including rolling and twisting friction. Colliding spheres are al-
lowed to slightly overlap and a linear spring-dashpot model is used to
calculate the normal and tangential forces that oppose the deformation.
This approach is different from that of Michel et al. (2001), in which the
“hard-sphere” version of pkdgrav was used (Richardson et al., 2011).
In a hard-sphere implementation, collisions are assumed to occur in-
stantaneously at a single point of contact. The hard-sphere assumption
allows for larger timesteps than SSDEM, at the expense of under-re-
solving the details of the mechanisms occuring during contact. We set
up the material parameters to be typical gravel-like (Ballouz et al.,
2015), which were extracted from avalanche experiments of streambed
rocks (Yu et al., 2014). At this point, there is no material “strength” in
the N-body gravity calculations. That is, gravitational attraction and
frictional cohesion, including normal, tangential, rolling, and twisting
(Zhang et al., 2017) frictions, are the only forces that tend to aggregate
the particles. This “strengthless” approximation is likely to overestimate
the evolution of the near-surface particle velocities, and the results of
the pkdgrav calculation will be interpreted while being mindful to this
limitation. The pkdgrav integration was carried out for a simulated
time of 4.5 h using 120 computing cores running for 11 days. A second-
order leapfrog integrator with a timestep of 5 ms is selected, which is
limited by the particle velocities and the maximum allowed overlap
(1% of the particle radius) in each timestep.

The results of the second-phase simulation are presented in Fig. 5,
with the particles colored according to the degree of damage developed
during the first phase of the simulations. In the first ∼ 15 min fol-
lowing impact, an ejection of near-surface material is observed. The
majority of this ejecta blanket comes from the impact crater, although
some particles as far as the end opposite to the impact site have also
been mobilized. In the next hour, the low-speed ejecta begin to re-
accumulate on the largest remnant, which remains held together

throughout the entire gravity phase. In these runs, we observe a sub-
stantial ejecta fallback at the pole opposite to the impact site due to the
particles that were launched at velocities just less than the escape ve-
locity, which is consistent with predictions from scaling relations
(Holsapple and Housen, 2012). By ∼ 2.5 h, almost 80% of the initial
mass is recovered in the largest remnant. The surface of this largest
remnant is covered with the pkdgrav particles labeled in red, which
were the most heavily fragmented particles where granular flow was
most active in the MPM simulations. By ∼ 3 h after impact, most of the
reaccumulation events have occurred and the largest remnant is ob-
served to be displacing vertically downwards due to the transfer of
linear momentum. Some far-field particles may eventually cluster to-
gether to form smaller secondary asteroids, but our calculations did not
run for long enough to capture such events. The mass ratio of the largest
remnant to the parent body after 4 h was =M M/ 0.85,LR PB a much
higher value than the 0.5 that is taken as a reference for disruption limit
calculations. Note also the distinctive shape of the largest remnant in
this non-rotating case (we will address rotating targets in a subsequent
manuscript). It is also apparent that the spatial distribution of damaged
particles evolves as a result of the reaccumulation phase. The evolution
of the spatial distribution of damage in the target is shown in Fig. 6 for
three specific times: 3 s after impact, 30 s after impact, and 7230 s after
impact (2 h after hand-off).

The predicted damage in the target is presented as a function of
distance along the diameter, looking along the direction of impact. Note
that the maximum value of damage allowed by the model is 0.2. Three
seconds after impact, the region immediately beneath the impactor is
fully damaged, but a significant fraction of the target is completely
undamaged. At 30 s, all particles along the diameter have developed
some level of damage, with a highly damaged region reaching a depth
of almost 10 km. At 2 h after the hand-off to pkdgrav, the high-ve-
locity particles from under the impact site have been ejected and new
surfaces have been exposed. This excavation is manifested in a shift to
the left of the curve (notice the damage “dip” has moved from a depth
of 10 km to around 5 km). In addition, the reaccumulation of mostly

Fig. 5. Snapshots of the pkdgrav computations at different simulated times. The colors represent different damage levels, consistent with Fig. 4. Note that here =t s0
refers to the beginning of the long-timescale gravity phase. In view of this hybrid MPM/pkdgrav approach, this time is in fact at 30 s post-impact, which is the hand-
off time from MPM. A violent ejection of surface material is observed during the first hour, followed by a reaccumulation phase. Throughout the entire gravity-
timescale simulations, the heavily fractured “core” remains bound by gravity. The target is seen to be moving vertically downwards due to the momentum imparted
to it.
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damaged particles at the target end opposite to the impact location is
manifested as an extension of the original 25 km diameter to around
28 km. This new damage profile remains largely unchanged thereafter.
Such predicted damage profiles may be useful in mission planning.

5. Discussion

Using this new hybrid MPM/pkdgrav approach, we simulated the
impact of a 1.21 km diameter basalt asteroid onto a 25 km diameter
basalt target. We track the material response from material deformation
and fragmentation through to gravitational ejection and reaccumula-
tion. In contrast to SPH calculations with similar initial conditions, the
5 km/s impact does not lead to the complete shattering of the target
(the SPH calculations of Michel and Richardson (2013) led to frag-
mentation down to the smallest numerical resolution). Instead, our
impact outcome shows a heavily damaged but coherent “core” under
the impact site. The key difference between this work and Michel and
Richardson (2013) in the fragmentation phase is in the implemented
(and validated) constitutive model. Here, the micromechanics defini-
tion of damage leads to inherent strain-rate dependence of the strength
and deterioration of elastic moduli. Further, a “damaged” material is
not generally “strengthless”. Furthermore, an initially non-porous
target would develop internal porosity as the material is fragmented.
Both the granular flow through shearing of damaged material, and the
crushing of pores due to pressure, constitute mechanisms for energy
dissipation. In effect, the damage profile in Fig. 4 does not change
substantially from 6 s to 30 s since further cracking of grains is less
energetically favorable than the flow of fragments. Our model suggests
that asteroids, even initially monolithic and non-porous ones, are
“stronger” than is traditionally assumed. Impacts would have to occur
at larger specific energies to reach complete disruption.

In the long-timescale gravity calculation, the fragmented “core”
acted akin to a gravity well over which ejecta reaccumulated.
Substantial ejecta fallback occurred at the pole opposite to the impact
site, whereas an excavated surface emerged from beneath the impact
location. The internal damage distribution in the asteroid after the
ejecta reaccumulation phase shows the signature of both the impact and
the fallback of damaged ejecta. The results indicate that such asteroids
could have an interior that is a heavily fragmented shard of an initially
intact parent body following a first impact. Additionally, they could
have substantial porosity while not necessarily being a rubble pile of

gravitationally bound reaccumulated fragments. Note that subsequent
impacts may further break down, and possibly disrupt, the largest
remnant.

The impact simulation examined in this work and in Michel and
Richardson (2013) correspond to a specific impact energy of
1.13×108 erg/g. In the Michel and Richardson (2013) simulation, the
largest remnant after gravitational accumulation had a mass ratio re-
lative to the parent body of =M M/ 0.5,LR PB which means that this im-
pact is at the specific energy for disruption (Q*D). A similar disruption
threshold measure was previously obtained by Benz and
Asphaug (1999) for impacts onto basalt with the same initial condi-
tions. In contrast, the mass ratio of the largest remnant in our simula-
tions was much larger, with =M M/ 0.85,LR PB meaning that this specific
impact energy is smaller than the disruption threshold that would be
predicted by our model. This indicates that intact monolithic parent
asteroids may have a higher disruption threshold, Q*,d than previously
expected and require higher impact energies to be completely shat-
tered. The limits of this observation for smaller targets remains to be
explored, and we plan to use our model in a later work to explore the
disruption threshold over a range of target sizes.

In our simulation, the damage profile does not evolve much further
following the activation of the granular flow, which is more en-
ergetically favorable than continued fragmentation. In addition, por-
osity is introduced as the initial shock wave travels through the body,
and so the reflected wave amplitude is dampened due to this porosity.
In that sense, both the pore compaction and the granular flow process
are dissipative processes, and a parametric study will be required to
isolate the roles of these different factors. The difference in the damage
profile of this study and that of Michel and Richardson (2013) could be
due to both the interaction and rate-dependent growth of subscale
flaws, and the energy dissipative mechanisms associated with the ac-
tivation of granular flow and dilatation. These observations are similar
to those of Jutzi et al. (2010); Jutzi (2015) where a significant increase
in the catastrophic disruption threshold was noted due to energy dis-
sipation through friction and pore crushing in granular material.

In contrast to Michel and Richardson (2013) and Jutzi et al. (2010),
this work uses the soft-sphere implementation of pkdgrav, which has a
better handle on individual fragment geometries and impact forces as
opposed to the hard-sphere method where fragment collisions are
treated as bounces or mergers resulting in a new spherical particle with
a combined mass and equivalent diameter. The gravity response is

Fig. 6. Predicted damage in the target as a function of distance along the diameter, in the direction of the impact. The dashed lines represent data extracted from the
short-timescale (MPM) phases, and the solid line is from the long-timescale (pkdgrav) reaccumulation stage.
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therefore expected to be different, especially in terms of the formation
of gravitationally-bound aggregates. For the impact conditions con-
sidered in this work, we do not observe the formation of any asteroid
families. However, the far-field ejecta could accumulate to form small
secondary aggregates at much later times beyond those reached in our
simulations.

In Fig. 5, the target can be seen moving vertically downwards as a
result of the momentum imparted by the impactor. The momentum
enhancement factor is calculated to be =β 1.69, which is much smaller
than previous estimates of impacts onto competent rocks (Holsapple
and Housen, 2012; Housen and Holsapple, 2015). The low momentum
enhancement in this case is primarily a result of the large amount of
ejecta reaccumulation occurring in the gravity phase.

The consistent hand-off employed in our hybrid approach allows us
to identify individual pkdgrav particles and map them back to their
equivalent MPM particle. For instance, in this work the value of the
damage parameter (Eq. (9)) from MPM is stored as an additional label
in pkdgrav that we use to color-code the SSDEM spheres. Additionally,
internal MPM state variables from the short-timescale fragmentation
phase can be preserved throughout the pkdgrav simulations. A hand-
off from pkdgrav to MPM can then be similarly performed for simu-
lating subsequent impacts. Such a capability would be beneficial for
detailed collisional history studies.

One caveat in the current work is that the target in the long-time-
scale gravity stage is modeled as an aggregate of spheres with no tensile
strength. This is an oversimplication of the material state at the end of
the MPM simulation where tensile strength is still present. In previous
work (Michel et al., 2001, 2002, 2003; Michel and Richardson, 2013),
such an assumption was justified given that all particles, down to the
numerical resolution, were fragmented at the end of the SPH calcula-
tions. However, we note here that not all of the MPM particles were
fully damaged by the time for hand-off. This simplification in the
pkdgrav stage would likely lead to an overestimated velocity for the
surface particles, partially causing the violent ejection seen during the
first timesteps of Fig. 5. Schwartz et al. (2013) presented an im-
plementation of strength in pkdgrav by bonding neighboring particles’
centers of mass with “springs” that result in a restoring force opposing
the distention of the bonds. This implementation comes with an addi-
tional computational expense since the timesteps would be limited by
the oscillation half-period of the spring (Schwartz et al., 2012). One
could use such a spring-based bonding approximation, and use the
damage parameter from the MPM simulation as an indicator for the
deterioration in the initial spring stiffnesses in pkdgrav. In future runs,
we will be looking at the effects of strength in the long-timescale gravity
regime (Zhang et al., 2018).

Finally, we note that we do not experience any difficulties in MPM
with capturing the low-velocity ejecta. The standard SPH formulation is
often reported to induce small-scale sub-sonic velocity noise as a con-
sequence of the gradient estimate error in SPH (Bauer and
Springel, 2012). This numerical noise was also mentioned as an en-
countered difficulty in the work of Schwartz et al. (2016) exploring
Didymoon-scale impacts in the context of the DART mission. Given the
scale of the target, its low escape speed, and the high impact velocity,
the computation of the ejecta velocities become close to the numerical
noise of the SPH simulations. Schwartz et al. (2016) also notes that the
results were affected by the wave reflections at the boundary of their
discretized domain. In MPM, however, the use of a background grid for
gradient calculations eliminates these gradient estimate errors. The
coupled approach presented here may therefore be used to model the
fate of low-speed reaccumulation in situations such as on Didymoon in
the context of the DART mission.

6. Summary

We have presented a new coupled MPM/pkdgrav hybrid approach
to simulate the collisional evolution of rocky asteroids from the early

fragmentation stages to the later times of gravitational reaccumulation.
A modified version of the Tonge–Ramesh material model that includes
the Tillotson equation of state was implemented in an MPM framework
to capture the material response for the first tens of seconds following
impact. A consistent hand-off scheme was formulated to transition to
the N-body gravity code pkdgrav for integrating the long-timescale
gravity effects.

The multi-physics material model is centered around the growth
mechanism of an initial distribution of subscale flaws. Rate effects in
the model are a natural outcome of the limited crack growth speed,
which is explicitly computed based on the local stress state. In addition,
porosity growth, pore compaction, and granular flow of highly da-
maged materials are captured at the material-point level. We validated
the model’s predictive capability by comparing the dynamic tensile
strength with high-strain-rate Brazilian disk experiments performed on
basalt samples.

As an application of the hybrid technique, we considered an asteroid
impact with initial conditions similar to Michel and Richardson (2013).
In contrast to previous results, the impact event did not lead to the
complete disruption of the target. The collision imparted substantial
damage onto the target, with most of the damage localized under the
impact site, resulting in a heavily fractured but not fully damaged
“core”. The material points were then converted into soft spheres and
handed over to pkdgrav in a self-consistent manner to calculate the
gravitational interaction of the ejected material. We observed sub-
stantial ejecta fallback onto the largest remnant of the parent body,
with a recovered mass of the largest remnant being 0.85 that of the
parent body, indicating that the disruption thresholds for such targets
may be higher than previously thought.

The framework presented in this study can be applied to a variety of
asteroid impact and deflection scenarios. In the future, we plan to in-
corporate a tensile strength model in the N-body simulations and use
this newly developed framework to explore the disruption thresholds
for a range of target sizes. We are also looking at applying the model for
studying impacts onto initially rotating targets and their effects on the
collisional evolution of asteroids and asteroid families.
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