Icarus143 45-59 (2000)

doi:10.1006/icar.1999.6243, available online at http:/mww.idealibrary.cod D E %

|.®

Direct Large-Scale N-Body Simulations of Planetesimal Dynamics

Derek C. Richardson, Thomas Quinn, Joachim Stadel, and George Lake

Department of Astronomy, University of Washington, Box 351580, Seattle, Washington 98195-1580
E-mail: dcr@astro.washington.edu

Received September 14, 1998; revised May 3, 1999

We describe a new direct numerical method for simulating plan-
etesimal dynamics in which N ~ 108 or more bodies can be evolved
simultaneously in three spatial dimensions over hundreds of dy-
namical times. This represents several orders of magnitude im-
provement in resolution over previous studies. The advance is made
possible through modification of a stable and tested cosmological
code optimized for massively parallel computers. However, owing
to the excellent scalability and portability of the code, modest clus-
ters of workstations can treat problems with N ~ 10° particles in a
practical fashion.

The code features algorithms for detection and resolution of col-
lisions and takes into account the strong central force field and flat-
tened Keplerian disk geometry of planetesimal systems. We demon-
strate the range of problems that can be addressed by presenting
simulations that illustrate oligarchic growth of protoplanets, planet
formation in the presence of giant planet perturbations, the forma-
tion of the jovian moons, and orbital migration via planetesimal
scattering. We also describe methods under development for in-
creasing the timescale of the simulations by several orders of mag-
nitude. (© 2000 Academic Press
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tion; planetary dynamics; resonances.

1. INTRODUCTION

away growth—see below). However, there are important ot
servational constraints. For example, pre-main-sequence st
lose their infrared excessesil—10 Myr (Stromet al. 1993),
setting a limit to the timescale for the planetesimals to becomn
large enough to cease “grinding” collisions that return dust to th
disk. Subsequent evolution from these protoplanets to planets
the inner Solar System may take significantly longet @ yr;
Chambers and Wetherill 1996). The transition from rapid growt
to long-term interactions has been treated only qualitatively s
far (Lissauer 1993). One of our major goals is to observe thi
transition directly with our simulation code.

What was the primordial surface density distributionBy
smearing out the known mass in the Solar System and allowir
for depletion of volatiles, we can use the current state to gue
the initial surface mass density distributia(a) in the inner
nebula. This is modeled &(a) «a*, wherea is the distance
from the Sung is in the range of 1 to 2, an®(1 AU)~10 g
cm~? (Weidenschilling 1977, Hayashi 1981, Tremaine 1990
Chambers and Wetherill 1998). However, this straightforwar
approach leads to a significant dip in the vicinity of Mars and—
as always—the asteroid belt calls out for a special explanatio
Ironically, if we attribute the absence of a terrestrial planet ir
the asteroid belt to gravitational perturbations by Jupiter, the
a proto-Jupiter must form very quickly<(LO° yr) in order to
prevent runaway accretion in the asteroid belt. This may requil

We begin with an overview of the current issues in planghexcessf mass compared to the “minimum mass” modelin the

formation, emphasizing how direct simulations of planetesimgi;ier Solar System (Lissauer and Stewart 1993). The enhanc
dynamics can help address these issues. This is followed byj& mass may save conventional giant planet core accreti
summary of previous work by other researchers, focusing on g, qe|s that otherwise suffer from formation times in excess ¢
rect simulation methods and their current limitations. Section,g. disk-clearing timescale (Boss 1997). Direct simulations ar
e.xplaln.s in det'all our new approach to the challenge Qf diregbw close to the point where they can put tighter constraint
simulation, while Section 3 presents several examples illustrgly the initial mass distribution and the “belt mechanism” by

ing the new technique. We conclude with a discussion of fm“ﬁ%atinga and ¥ as free parameters and by exploring the fina
improvements to the code and related applications in Sectionyfhias of models with and without an early Jupiter.

What controls “runaway” growth? The search for runaway
i . , , growth has been a consistent focus of planetesimal wol
Studies of planet formation are faced with a variety of fUnd?SeCtion 1.2). While it is now generally accepted that a few boc
mental questions: ies do detach from the general planetesimal mass distributi
What are the planet formation timescalesPhe timescales with accelerated growth rates after a certain amount of time ar
are sensitive to the initial mass distribution and the nature wvihder certain conditions (e.g., the form of the mass and veloci
the growth processes (i.e., whether there was a period of ralistribution is important), some of the details remain uncertair

1.1. Outstanding Issues in Planet Formation
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This is because direct simulations have to date been too coasal. 1998). Jupiter could also drive a one-armed spiral densi
to do more than scratch the surface of the problem. Our ultimat@ve in the planetesimal disk of wavelength.5 AU (for nom-

goal with the new code is to have sufficient dynamic range aimhl disk parameters) at the g5 secular resonance near 2 AU, ¢
time coverage to quantify directly the conditions under whicating a spiral wave pattern that rotates on a timescatel@P yr

runaway growth both begins and ceases to become effective. (Wéard and Hahn 1998). These waves and their relative impo
report here on our first steps toward that objective. We also witdnce in the heating and long-term stability of the planetesim:
to examine the extent to which these regimes overlap dependitigk can be examined with direct simulations. This is one mor
on such factors as orbital distance and external perturbati@&mple of the ability of direct simulations to bypass examinin
from other developing embryos or even giant planets. such issues in isolation and instead observe their rich interplz

. . . . We report on a preliminary investigation of orbital migration in
Was there strong radial mixing?Wetherill's (1990) simu- S:ctﬁ)elo;z apre ary investigation of orbital migratio

lations suggest radial mixing during protoplanet accumulation
sufficient to blur chemical gradients—at odds with the depen-
dence of asteroid spectral type on semimajor axis seen by Grafi® previous Work on Planetesimal Problems
etal.(1989). Direct simulations can provide a detailed picture of

radial mixing by merely comparing initial and final orbital radii. Terrestrial planet formation is divided into four loosely de-

] o fined stages (see Lissauer (1993) for a review):
What determines planetary spin®Six of our planets have

spin vectors aligned with the common orbital vector, while the |pitia] stage. Condensation and growth of grains in the hot
remaining three (Venus, Uranus, and Pluto) are retrograde. Rébular disk together with gradual settling to the midplane. Gra
rect simulations can track the spin vectors of planetesimals to @gtional instability among the grains is resisted owing to con
termine the trends in ObIIqUIty and dIStInQUISh between mOdq‘ﬁuous Stirring by convective and turbulent motions.

where planets are gradually spun up versus those where a magarly stage.Growth of grains to kilometer-sized planetesi-
sive late-stage impact dominates (Lissauer and Safronov 198is via pairwise accretion in the turbulent disk. Planetesima
Dones and Tremaine 1993, Greenbetgl. 1996). This issue is jnitially have low eccentricitiesd) and inclinationsi() due to
related to the likelihood of creating Earth’s Moon with a larggas drag.

impact (Cameron and Benz 1991, ldaal. 1997). Note that  Middle stage.Agglomeration of planetesimals by focused
post-formation torquing by solar tides may also affect planetagyerging. Possible runaway accretion and subsequent enei
obliquities (Quinret al. 1991). equipartition (dynamical friction) may lead to polarization of

Why is the asteroid belt so sparseThere is only 3< 10?4 g the mass distribution: a few large bodies with levandi in a
of material between 2.1 and 4 AU. The size distribution fWarm of smaller planetesimals with higandi.

collisionally evolved and the characteristic relative velocities L€ StageOnce runaway accretion has terminated due t
(~5 km s1) are larger than the escape velocity of even tH@Ck of slow-moving material, protoplanets gradually evolve intc

largest asteroid, Ceres. The blame for thwarting accretion a(f{gssing orbits as a result of cumulative gravitational perturbz

carving “the gaps” is nearly always attached to Jupiter. The fif&ns- This leads to radial mixing and giant impacts until only ¢
requires the rapid formation of Jupiter (see above). The latf&V SUrvivors remain, over timescales-o10° yr.

may face problems with the extent of mass depletion compare
tothe narrow width of the resonances, unless Jupiter's semimajor . : ) .
axis migrated during its evolution so the narrow resonance zo sical mechanisms in the Initial and Early stages. Hence, v

swept through the belt and ejected sufficient material (LissaL?er? far from being able to embark on a definitive program o

and Stewart 1993). Direct simulations over long timescales tr?i'fm‘"at'on in this area. These states will likely be best mod

include giant perturbers may be able to show this process in ed with the m?crophysics of elgctrostatic interaction a.”d 9e

tion. We report on one such simulation in Section 3.2. Anoth rag parameterized below the grid used to follow the fluid mg
L . : ns.

possibility is that large planetesimals scattered by Jupiter & . .

each other) could clear out smaller bodies in this region (Peg' Three approaches have been taken toward modeling the M

t o ) 2
et al. 1998). Numerical simulations may provide further insigh l!e to Lgte sta}ges of planet format|o_n. analytlcql, st.at|§t|call, ar
into this possibility. irect simulation. Safronov (1969) pioneered this with “particle-

in-a-box” methods that use kinetic theory with collision and
What is the role of orbital migration? Recent discoveries scattering operators to evolve the RMS planetesimal velocitie
(e.g., Marcyetal.1998 and references therein) of giant planets ifsee also Greenbesgt al. 1978; Stewart and Wetherill 1988;
surprisingly small orbits around nearby stars have stimulated\afetherill and Stewart 1989, 1993; Palmedral. 1993). Monte
interest in orbital migration (Liret al. 1996) that may arise from Carlo techniques for the Late stage test for (rare) close encol
gravitational torques (Goldreich and Tremaine 1980), excitatiéers between planetesimals and alter their mean motions usi
of spiral density waves in the gaseous disk (Ward 1986, 1997) atwo-body gravitational scattering formula (Wetherill 1990).
preferential scattering of planetesimals (Malhotra 1993, Murr&tatistical techniques often ignore interactions outside the Hi

d . .
?At the moment, we cannot unambiguously order the domina
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TABLE |
Highlights of Advances in Direct Simulations of the Formation of the Inner Planets

Paper N t(yr) D Aa (AU) Collisions Giants?
Lecar and Aarseth (1986) 200 x610% 2 0.5-15 a no
Beaug and Aarseth (1990) 200 »610° 2 0.6—1.6 abcf no
Ida and Makino (1992a,b, 1993) 800 5000 3 0.3 — no
Aarsethet al.(1993) 400 12 x 10 3 0.04 ab no
Kokubo and Ida (1995, 1996, 1998) 5000 x40 3 0.4 a no
Chambers and Wetherill (1998) 100 810 3 0.5-2.0 a yes
Richardsoret al.(1998b) 16 1000 3 1.2-3.6 a yes
Model B (Section 3.2) 1 1000 3 0.8-3.8 a yes

spheré} so potentially important long-term perturbations areonfirmed that dynamical friction leads to energy equipartitiol
lost (Wisdom 1980, Duncagt al. 1989). Examining the co- and runaway growth on timescales of 30 at 1 AU by model-
agulation equation, Wetherill and Stewart (1989) proposed thag a “patch” of the planetesimal disk as a shearing sheet. I
runaway growth results from dynamical friction. By contras@nd Makino (1993) demonstrated that runaway growth is slowe
Lissauer (1987) asserted that runaway growth ceases whenwhen the planetesimals are heated by an embedded protopla
feeding zone is depleted of slow-moving bodies within a feMore recently, Kokubo and Ida (1996, 1998) used the Hermil
Hill radii. The protoplanet feeding zones may be replenishéategrator (Makino and Aarseth 1992) on the special-purpos
by radial migration caused by gas drag on fragmented partick&mnputer HARP-2 to simulate up to 5000 planetesimals wit
(Wetherill and Stewart 1993), spiral density waves in the gasedtsbedded protoplanets in a narrow ring centered at 1 AU. Th
disk (Ward 1986, 1997), or long range perturbative forces bgund that following a rapid runaway growth stage, the large:
tween protoplanets (Chambestal. 1996). protoplanets slow their growth rate and they all grow oligarchi
Table | shows the slow evolution of particle number and ir¢ally, keeping their orbital separations typically within 10 Hill
tegration times over the past 12 years for direct simulatiorgdii (note our present terrestrial planets are 50-100 Hill rac
(in which all particles contribute to the gravitational potenapart). Tanaka and Ida (1997) have investigated gas drag &
tial). Also listed are the parameters from our biggest run $eund it effective at trapping small planetesimals in the feec
far (cf. Section 3.2). In the tabld\ is the maximum number of ing zone. Finally, Chambers and Wetherill (1996, 1998) use
planetesimals used in the simulatiotis the longest integration the mixed-variable symplectic (MVS) integrator of Levison anc
time, D is the number of spatial dimensions, andis eitherthe Duncan (1994) to simulate the Late stage with only a few hur
width of the simulation region at 1 AU or the actual range in olred protoplanets, but integrating for®1@r and including the
bital distance. If collisions are included in the simulations, detaiggant planets. They found the evolution in each of their simu
are noted by a agglomeration; k=bouncing; c= cratering; lations to be highly stochastic and noticeably dependent on tl
f = fragmentation. The final column shows whether perturbgerturbations from the giant planets.
tions from one or more giant planets are included. Analytical and statistical methods provide animportant bencl
The first direct simulations followed 200 lunar-sized bodig®ark for the believability of numerical results, but numerica
during the Late stage of planet formation in the inner Solar Sysimulation allows us to replace assumptions regarding planets
tem for an integration time of £8 yr (Lecar and Aarseth 1986). imal interactions with the exact laws of Newtonian mechanic:
Even with just 200 particles, binning techniques were employénversely, numerical results can be used to test the applic
to limit the number used to determine gravitational perturbatioh#ity of these indirect methods and guide their improvement ¢
until the total number of particles became sufficiently smaliools to be used to answer specific questions in a timely mann
Later work by Beaugand Aarseth (1990) added a more realistiéome modelgombinedirect and statistical methods, such as
collision model from Greenbewt al.(1978). The collective in- the work by Jewell and Alexander (1996) where the protoplar
teractions between all planetesimals were finally included abais are followed with a direct method and the field planetesima
six years ago. ldaand Makino (1992a) verified the Rayleigh foratie treated statistically. This may allow direct methods to explol
of the e andi distributions used in particle-in-a-box methodgven earlier stages of planet growth.
while Ida and Makino (1992b) demonstrated dynamical friction Since our primary goal is to understand the final state of tr
between planetesimals of different size. Aarsettal. (1993) Solar System, why not ignore the earlier stages and just sim
late the Late stage? While Chambers and Wetherill (1998) ha

shown that this stage can be simulated directly, the initial col
1 The Hill sphere defines the protoplanet’s radius of gravitational influenc 9 y

Itis equivalent to the protoplanet’s Roche radius in the Sun’s external field; tﬁé?'ons are a pl’OdUCt of the hlghly nonlinear evolution in the
Hill radii of the present-day planets are given by 28(Mp/Mg)¥3 AU, where ~Middle stage. If we do not understand where to lay down
Mp is the planet's mass aradis the semimajor axis of the orbit. few hundred bodies of lunar size, then we do not know wh:e



48 RICHARDSON ET AL.

to make of the final state. However, with our code, we can crémestep (“DKD”) or (2)kickhalf a timestepdrift a full timestep,
ate initial conditions for the Middle stage that are realistic arkdck half a timestep (“KDK"). These variants are equivalent in
characterized by global parameters such as the surface densityns of accuracy, but the latter is more efficient within a multi:
distribution and the properties of the giant planets. With enougkepping code, and we use it in the simulations described belo
particles, we become relatively insensitive to the initial distri- Note that use of the tree code does not introduce spurio
bution of inclinations, eccentricities, and planetesimal massessipation even though the forces are only approximate. This
These should evolve quickly to representative states where dmeeause the forces are strictly a function of position, guarante
can follow the nonlinear dynamics of planetary buildup and diskg Hamiltonian separability.

cleansing. We hope that the system evolves through a generic

intermediate state that can be statistically sampled, but we 4@. Spatial and Temporal Adaptivity

not know what those generic states are nor evenifitrequir®s 101, pigrarchical structure of a tree code allows us to follov

or 10° particles to capture them. With our algorithmic advancegyremely large dynamic ranges in densities at modest additior

we ho_pe ulti.mately to follow the entire Middle and Late stageg, g per force evaluation (e.g., Barnes and Hut 1986, Richards
with direct simulations. 1993). However, large ranges in densities also imply a larg

range in timescales(1/./density). Therefore, implementing a
2. METHODS scheme such that the force on a given particle is evaluated a

. _ . _ frequency corresponding to its dynamical time can reduce tt
The simulations described here were performed using a m%%'mputational cost significantly

ified version of a cosmologic&l-body codepkdgrav (Stadel In pkdgrav , particle timesteps can be chosen to be a powe

and Quinn, in preparation; data structures described in Ander%?_qwo subdivision (called a “rung”) of the basic timestep. This

1993, 1996). This is a scalable, parallel tree code designed {afe e ensures that the particles are synchronized at the
ease of portability and extensibility. Load balanf:!ng among Prgs the basic timestep (see Quir al. 2000 for details). It is

etal.1995, Quinret al.2000), but this was not done for the one
model we present that used variable timesteps (Model C). This
justified because of the short timescale of the simulation; long

The equations of motion in our simulations are integratédtegrations will require this issue to be addressed. We note th
using a leapfrog integrator. Leapfrog has several advantages ditere was no evidence of orbital decay among planetesimals
other methods: Model C, which would be the telltale sign of artificial dissipation.
n a planetesimal simulation, a logical choice for a timeste
erion is

2.1. Choice of Integrator

1. For second-order accuracy, only one force evaluation a&i{
one copy of the physical state of the system are required. This
is particularly beneficial foN-body simulations where the cost r
of a force evaluation is very expensive. At = n\/;,
2. Theforcefieldinam-body simulation is not very smooth,
so higher order does not necessarily mean higher accuracy. where F is the acceleration of the particle,is the distance,
3. Forfixed timesteps, itis a symplectic integrator; i.e., it presither to the Sun or to the particle that contributes the large
serves properties specific to Hamiltonian systems. In the absegggeleration, and is a dimensionless constant. This criterion
of collisions, a planetesimal system is Hamiltonian, and thengas the desirable property that in the absence of interplanet
fore should benefit from the use of an integrator that consenygasal interactions, the planetesimals will have a fixed numbe
phase space volume and has no spurious dissipation. of timesteps per orbital perioah & 277 /7). Other criteria have

The symplectic nature of leapfrog is easily proven using tHa'S Property, but they also have drawbacks. For example, a ¢
operator splitting technique (see Saha and Tremaine 1992 for fEION With At ocr /v, wherev is the particle’s velocity, is not
tails: also Yoshida 1990 and Widsom and Holman 1991). In tHg2lilean invariant. A criterion oA\t oc 7/, would be suitable,
formalism, the action of the kinetic energy part of the Hamiltor*ZUt calculating? proved to be computationally expensive.
ian is described by drift step—the velocities remain fixed an - : .
the positions are drifted forward—uwhile the action of the potednz—'?" Collision Detection and Resolution
tial energy is described by kick step—the positions are held Collisions are predicted at the beginning of eaktit step
constant and the velocities are kicked according to the acceley- keeping the particle velocities fixed and extrapolating thi
ation. particle positions. Since this is a linear transformation, the tim

Using this terminology, we can describe two variants oo surface contact between a pair of approaching particles (i.¢
leapfrog: (1)drift half a timestepkicka full timestepdrift halfa for whichr - v <0, wherer andv are the relative position and

@)
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velocity) is given by using auxiliary programs. Parameters for the initial condition
generator include the number, total mass, and bulk density
(r-v) rz—(Ri+R)?1 , the planetesimals, the inner and outer orbital boundaries, t

teol = — 02 1x,/1- [W]v . @ exponent of the surface density power law distribution, the e
centricity and inclination distribution functions (either Rayleigh

whereR; andR; are the physical radii of the two particles. ThéF Gaussian), the size, location, and gap width of any seed ma
sign ambiguity is resolved by choosing the smallest positi\?é‘d the number of giant planets to include. An iterative methc
value ofteo. For any given particleNs nearest neighbors areis used to ensure that particles’ Hill spheres do not overls
considered (typically & Ns < 32). The neighbors are found ininitially. Parameters used in the integration code itself includ
orderNs log N time using a balancektd tree, which is slightly the timestep interval (including and the number of rungs if
different than the tree used by the gravity solver. The neighb&ultistepping), the opening angle criterion for the tree (typi
search algorithm is described in Bentley and Friedman (1976¢lly between 0.5 and 0.8 rad), and the valueslgafe, ande;

If a value ofte is found that is less than the size of teft ~(Section 2.3).

step, then a collision must be performed. If more than one pairAnalysis of our simulation output is completely automate«
of particles satisfies this condition, the pair with the smatiggt and includes plots of the time evolution of all key indicators

value is processed first. such as the number of particles, maximum and average planet
To determine the collision outcome, the relative speed is cofffial masses, and velocity dispersion, and snapshots at arbitr
pared to the mutual escape speed times of the following: the surface mass distribution; histogram
of g, i, and massg, i, and particle spins as a function of semi-
2GM major axis and particle mass; and various diagnostic quantiti
Vesc= | 55> (3) such as energy drift and evaluation times. Our analysis co

Ri+ R

1 2

also includes methods of tracking merger histories and anime
whereM =m; +m, is the sum of the particle masses a&d ing time-varying quantities. In addition, the data visualizatior

. 3 U
is the gravitational constant. If the relative speed is less thBRACkageipsy “that was developed for cosmological simula
the mutual escape speed, the particles are merged to forfi°gS Withpkdgrav  can be used to explore the large data set:

new (spherical) object with the same bulk density. Otherwise
the particles are allowed to bounce, with some energy dissipa-

tion parameterized by coefficients of restitutignand surface Although our code is still under development, we can alrea
friction € (Richardson 1994, 1995). At higher impact energiegegin to address some of the fundamental is:sues outlined
cratering and fragmentation would be expected to take pla%»ee'ction 1.1. Below we present a series of experiments desigr
we do not model these effects currently but plan to add them Bih to test and to demonstrate our code and to determine wl
the future (Section 4.1). However, merged particles are chec ds to be improved. Each experiment is briefly introduce

to ensure that their post-collision angular speeds do not EXCEREn the results are presented and discussed. Note that for

the classical breakup limit simulations presented here, there were no boundary conditic
G on the simulation regions—patrticles were free to move wherev
Omax =/ 73> (4) they liked.

3. RESULTS

whereR is the radius of the newly merged body. Otherwise therL: Model A: Oligarchic Growth
particles involved are forced to bounce off rather than merge.Kokubo and Ida (1998) presented some of the highest re
This prevents unrealistic mergers resulting from grazing colljiution direct N-body simulations of planetesimal dynamics
sions. published to date. As a test of our code, we attempted to r
Once the collision outcome has been determined and ngvsduce their “model (ii)” results which demonstrate oligarchi
velocities have been calculated (either for the two reboundiggowth among protoplanets. We used identical starting conc
particles or for the single merged body), the post-collision pajons, namely 4000 equal-mass bodies (ma8s«3L.0?3 g, bulk
ticles are traced back to the start of ttheft step so that they density 2gcm?®) distributed uniformly in a thin annulus of
can be included in any remaining collision checks. This ensurgfith Aa=0.085 AU centered on 1 AU. In addition, the ini-
that all collisions are detected and treated in the correct ordgsl eccentricities and inclinations were taken from a Rayleig
even if particles are involved in more than one collision duringistribution with (€?)Y/2 = 2(i?)%/2 = 4h/a, whereh is the mu-

thedrift step. tual Hill radius, the particle radii were artificially enhanced by
- N _ a factor of f =6, and all collisions resulted in mergers (per-
2.4. Initial Conditions and Analysis fect accretion). The only meaningful difference between the tw

In order to keep the main code as general as possible, gener-
ation of initial conditions and analysis of output are performed? http://iwww-hpcc.astro.washington.edu/tools/TIPSY/.
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0.03 1 oo T region of the protoplanetary disk. For this test we generiited
Z ] 10° identicd 2 g cn3 planetesimals in a cold(a) occa—%/2
0.02 - . . disk of total mass Mg, that extended from 0.8 to 3.8 AU. The
r 1 present-day outer planets were included in the calculation in o
0.01 | - derto gauge their effect on planetesimal accumulation. Since t
X 1 disk started perfectly flat, the mutual inclination of the planet:
0.03 L B3 . provided a vertical component of acceleration for the planete
TTEo000 g L ST imals. No radius scaling was used in this simulation. The ru
i 1 took approximately 200 wallclock hours to complete 1000 y
002 ] of integration using a 300-MHz Cray T3E with 128 dedicatec
o 1 processors. Timesteps were fixed at 0.01 yr.
0.01 - 7 Figure 3 shows the evolution in mass density (Figs. 3a—3
¢ ] anda—e/a—i distribution (Figs. 3d—3f) of this system. The effect
003 ] of Jupiter on the disk, which extends well into the present-da
P 20 T L e feu] asteroid belt, can be clearly seen in the density plots: a large de
0.02 gﬂ, i w f.,;% I"“:?{ sity gap opens up_a_t the 2:1 resonance (3.2 AU) and a narre
%’é: ﬁ%.ﬁ;ﬁ%}ﬁ?g&@ ngsj;p 2] groove becomes visible at the 3:1 (2.5 AU). Strong transient sp
001 ﬂj@ gi‘?gg ’%ﬁoai‘ ﬁ’f‘%’i#g £ e“’j:m_( ral wave pat_terns .and other telltale features also dgvelop ea
%ﬁﬁ%ﬁi fofy‘gy ] on before dissolving away. There are corresponding featur
e o LS R FROR S in the a—e plot which show how Jupiter stirs up planetesimals
0_.?.|°...T...|W.|..._
1.02 .

094 096 0.98 1
a [AU]

at the mean-motion resonances. Note that conservation of t
Jacobi integral accounts for the bending of éheeaks toward

smallera. Effects from the other outer planets are too weal

FI_G. 1. ‘ Three snapshqts of semimgjor aaigs eccentric?t)e for Model to be seen yet. Meanwhile, planetesimal growth has proceed
A. Circle sizes are proportional to physical radius. In the final frame, the six . . . . .
largest masses are indicated by filled circles with érorbars, wherén is gnlnterrupted in the mner region of the disk (under the assu.m|
the mutual Hill radius. The numbers of planetesimals are 20625000 yr), tion of perfect accretion). However, due to the realistic particl
1582 ¢ = 10,000 yr), and 1153 & 20,000 yr). sizes the largest planetesimal at the end of the run is only nit

times its starting mass. As far as we are aware, this is the large
approaches ought to be the method of integration (they used a
fourth-order Hermite scheme on special-purpose hardware) and
the choice of timestep (they used individual and hierarchical
timesteps whereas we chose fixed steps of 0.0025 yr after son
experimentation).

Figure 1 shows the time evolution of the planetesimal ec-
centricity as a function of semimajor axis we obtained for this
system (compare with Fig. 4 of Kokubo and Ida 1998). In the
bottom frame of the plot, the six largest masses are filled ing
and their % zones are indicated with errorbars. The results are®
in good agreement with Kokubo and Ida (1998), showing ev-
idence for oligarchic growth of a few protoplanets separatec
by roughly 5-10 Hill radii. Note the protoplanet in our simula-
tion with e~ 0.1 will likely be consumed in short order by the £
nearby most massive protoplanet. The growth of the maximun
and mean mass in the system is plotted in Fig. 2. The continue
divergence of the maximum mass from the mean indicates the
the largest protoplanets are still in the runaway growth phast
with respect to the smallest planetesimals. The simulation re . . g
quired 15 wallclock days on a single 433-MHz DEC Alpha PC T N
to complete. Note that this calculation did not take advantage o 10 100 T ¢ (yr;°°° 100
the parallel processing capability of our code.

T — T T T T T T T T T LI

—— m,

L max
- ——— <m>
[ imy = 1.6e-10 M,

100 |-}

=
E
3

2
A
3

v

10 |-

FIG. 2. Evolution of the maximum massmay (solid line) and mean mass
(m) (dashed line) for Model A. At the end of the simulatiofyay/(m) ~ 90 and
. the maximum mass is diverging, indicating runaway growth. The other protc
In order to challenge our code with a fully parallel problempjanets are growing at a similar rate with respect to the smaller planetesima
we elected to expand the previous model to cover a much largemg rise to oligarchic growth.

3.2. Model B: Planetesimal Disk
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FIG. 3. Sequence showing the evolution of the mass densityaaagh—i distribution for Model B. Frames (a) and (d) show the initial condition; (b) and (e
show the state after 100 yr; and (c) and (f) show the state after 890 yr, toward the end of the run. In frames (a) through (c), bright colors indicaféhiglgion
density. The tiny green dot outside the disk marks the location of Jupiter. The sharp inner ring in frames (b) and (c) is the 3:1 resonance; thedategrape
gaps aligned with Jupiter are at the 2:1 resonance. Note the shred of material at the outer edge of the disk in the last frame; this material icatdhthdista
resonance (at 3.97 AU), even though the disk originally extended only to 3.8 AU. In frames (e) and (f), circle size is proportional to particle nadigs (2.
The particles are also color-coded by size, with the smallest red circles indicating pristine material, larger green circles indicating ladie sititsrgone one
collision, blue circles two collisions, and so on (the color sequence repeats at larger masses). The growth of the major mean-motion rescaxdycestisicle
frames (e) and (f). The bending of te@eaks to smallea is a consequence of conservation of the Jacobi integral. Note the cloud of green particles to the le
the 2:1 resonance in the final frame: these particles were presumably ejected from the resonance after undergoing a merger. The material giethétbuter
moderate eccentricity corresponds to the shred in frame (c). The largest masses are concentragshali lmmward the inner portion of the disk.
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FIG. 4. Three plots showing the histogramaf/alues (top), the velocity

dispersiorv as a function of (middle), and the surface density as a function o
a (bottom) near the end of the Model B run. The Jupiter mean-motion resonan

evidence in Fig. 5 of any sharp changes to the merger rat
near the Jupiter resonances, since the scattering took a while
develop (Fig. 3). Hence we cannot determine from the basis
our simulation so far whether the presence of the resonanc
impedes or enhances planetesimal growth.

3.3. Model C: Galilean Satellites

Given the long timescales involved in the planetesimal dis
simulation, we decided to investigate a system with a more favo
able evolution time. Such a system can be found by maximizin
the timescale ratiq/a3p/M¢, wherea is the orbital distance
from a central masMl. andp is the local mass density. For the
solid component of the solar nebula at 1 AU in the minimur
mass model, this ratio is2 x 10~3, assuming the disk height
varies as~0.1a. For Jupiter’s protosatellite disk we estimate the
timescale ratio to be-8 x 10~3, assuming the disk extends over
the region presently occupied by the jovian moons (0.0028 1
0.013 AU). Simulations of the formation of the Earth’s moon
fare even better, with a timescale ratio-e8 x 10! (Idaet al.
1997), though this is largely due to the assumption the Moo
formed just outside the tidal radius and subsequently migrate
outward. Of course, for the jovian moon system, we are assur
ing gas accretion onto the planet has ceased and will not interfe
with the accumulation of the satellites in a significant way. Fo
these tests this simplification is justified.

We ran two test cases: Model C1 had a surface density di
tribution law ¥ (a) xa~%2; C2 hadx(a) xa~!. The former
distribution is consistent with smearing out the mass of th
E)efsesent jovian moons in the same manner as is conventiona

are indicated with dotted vertical lines and can be seen to correspond with local
features in the plots in most cases. The dashed vertical lines delineate the initial

starting region. In the bottom plot, the initial surface density distribution is

indicated by a solid curve.

simulation of a self-gravitating planetesimal disk that has eve 54, _

been attempted.

More indications of the effect of the Jupiter resonances can b
seen in Fig. 4, which shows a histogram of planetesimal sem
major axis along with the velocity dispersion and surface densit'z
across the disk. The resonances are indicated with dotted ver § 1000
cal lines. Most of the plots show telltale features at all but thes r
weak fourth-order resonances. Note the double peak at the 2§

o

resonance, which may indicate the presence of a quasi-stak3s

libration zone, and the sharpness of the 3:1 resonance. Geni
ally particles near the mean-motion resonances are displaced
smallera due to conservation of the Jacobi integral as the eccer
tricities are pumped, causing a dip to the right of the resonanc
line and a peak to the left. We do not see any evidence of th
g5 secular resonance mentioned in Section 1.1, but it is still to
soon to expect any strong features.

E
E]

500

2

3

Figure 5 shows the number of mergers as a functioa.of

Initially the merger rate was very large due to the cold start:

there were~60,000 mergers in the first 50 yr, and orit 5,000

Semi—major Axis a (AU)

FIG.5. Histogram of the number of mergers as a functioa fafr Model B.
The dotted curve is a power-law fit to the distribution with exporeh6. There

in the remaining 950 yr. This may explain why there is littlés litle evidence of local changes to the merger rate near the Jupiter resonanc
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T

done for the Solar System. The latter distribution was cho- AR A 1'2';‘;':
: : =.7.8e=12. _:

sen for comparison following recent work by Pollaek al. g
(1996) and Chambers and Wetherill (1998). The only other dif-
ference between the models was that C1 hag 25,000 ini-
tially, whereas C2 hadN =10,000, as it was run on a slower
platform. The total mass in both cases was 0Ng5or roughly
twice the mass of the present Galilean satellites. The starting
disk extended from 0.002 to 0.015 AU (note the Roche limit for =

s

1 g cnt 8 particles is 0.0013 AU, comfortably inside the inner ‘2 ; ; ; E
edge of the adopted disk) and particles were assigned fairly colcy 100 iy r— pro— 3
Rayleigh distributed eccentricities and inclinations according tog F o : i i
(21?2 =2(i%)%2=0.2h/a. The bulk density of the planetesi-
mals was setat 1 g cnt? to reflect their likely more icy and : \ : :
porous composition. Both models made use of the multistep- 10 E R R ———— ............................... ................................ _
ping facility of the code, with a basic maximum step of 0.01 . : ; i ]
time units (about 14 h, or one-third of an lo year), eight timestep
rungs, andy = 0.02r (100 steps per orbit in the absence of inter-
planetesimal perturbations). Throughout the calculation, gener- 1 3 e 1 |
ally 85% of the particles occupied the middle rungs while the 1 10 100
remaining 15% occupied the highest rungs, i.e., those with the Mess m {units of m,)
shortest timesteps. Collision outcomes were governed by the ¢ ; \ass histogram for Model C1. The power-law slope (fors
rules outlined in Section 2.3 (i.e., both merging and bouncingm) has exponent2.7.
were included), witle,, = 0.8 (mostly elastic, forillustrative pur-
poses) and; = 1.0 (no surface friction).

Figures 6 and 7 show tree-e/a—i distribution and mass his-
togram, respectively, of Model C1 at the end of the simulati
(after 1@ maximum steps, i.e., about 16 yr-e8000 lo orbits).

) O U WS e e a

TR
1000

Just over 13,000 particles remain at this point (52%), with th
bulk of the material located outside 0.005 AU. The largest ma:
98 nearly 1000 times its starting value and there are more th:
a dozen particles larger than 100 times the starting mass. T
slope of then vs m power law is—2.7, comparable to values
found in similar studies (e.g., Kokubo and lda 1996). There |
no evidence of oligarchic growth yet; the evolution is still at the
runaway stage in the inner region. The largest mass has a s
period of 8.7 h and an obliquity of 9li.e., the embryo is lying
on its side.

Corresponding plots for Model C2 are shown in Figs. 8 and ¢
This run was also terminated afterf@aximum steps, at which
time there were just over 5900 particles remaining (59%). In th
case the largest masses are only about 100 times their start
value, and it appears the system is beginning to enter a period
oligarchic growth, with the 5 largest bodies separated by mo
than 5 mutual Hill radii (though note the presence of somewh
smaller but still substantial embryos in the vicinity). The slope o
then vs m power law is—2.9, indicating more mass in smaller
bodies. This probably reflects the fact that the shallower
surface density distribution gives rise to a slower accretion ra
in the inner regions. The largest mass in this case has a s
period of 5.6 h and an obliquity of 75

Neither model shows clear evidence of the development
anything resembling the present-day Galilean satellite syste
At face value the simulations seem to suggest that the large

FIG. 6. Distribution ofe andi as a function of at the end of Model C1. body in the system ought to be lo (which is in fact the thirc

Only the largest 2000 particles are shown, to avoid overcrowding the figure. l%srgest of the four jovian moons) this despite the criteria im
usual, circle size is proportional to particle radius. The five largest masses are ’

drawn as filled circles, withberrorbars. The curved dashed lines are lines cP_OSEd for bc_)unc_lng (rgther th_an m_erglng)_ which p_revent th
constantperiapseandapoapsefortheIargestmass,indicatingtheIikelytrajeJiBQhe_r'VdOC'_tY'd'5per3|0n particles in the inner regions fr_on_
of scattered planetesimals. The horizontal dashed lines indicate mean valug®ierging straight away. However, the systems clearly are still |
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8.5 wallclock days on a slower four-processor 200-MHz Inte
Pentium Pro. Hence to get to the point of final accumulation il
a practical amount of time, either a more powerful platform or :
better optimized integration schenté.Section 4.1) is required.

3.4. Model D: Orbital Migration

One type of orbital migration that may be amenable to direc
simulation arises from planetestimal scattering (Malhotra 199:
Murray et al. 1998). In this scenario, planetesimals lose angule
momentum through resonant interactions with a planet embe
ded inthe disk. The eccentricities of the perturbed planetesime
increase until they either collide with the planet or are ejectec
thereby removing energy from the planet’s orbit and causing tt
planet to migrate inward. Outward migration is possible if a sig
nificant fraction of the perturbed planetesimals collide with the
central star (or, in the case of multiple planets, if planetesima
are passed inward from planet to planet until an ejection occur
cf.Malhotra 1993). Due to the large number of particles require
to simulate this process and the long timescales involved, th
problem has been out of reach of direct methods. Although w

FIG.8. Same as described in the legend to Fig. 6 but for Model C2, whic¢annot yet treat the timescale issue, we are nonetheless at a st
had a shallower initial surface density distribution and fewer particles.

where we can begin to study the dynamical effects of a plan
embedded inadiskin a self-consistent fashion at high resolutio

the initial growth stage; the bulk of the mass is located in the W& ran two models to investigate orbital migration. The modf
exterior regions where the accretion time is slowest. Moreov&fS differed only in the total mass of the disk and the compute

compared with the Moon formation experiments of ktaal.

tional platform used to run the models. In the first model, D1, th

(1997), we expect the final development of the moons to take!gfa! disk mass was setto 100, or about three times the mass
least 5x 10* dynamical times, a factor of 10 more than achieve@d e eémbedded Jupiter-size planet. Such a large disk mass v

so far. Model C1 required approximately 10 wallclock days o

Fhosen to ensure that the local surface density would exceed:

a four-processor 180-MHz SGI Origin 200; Model C2 needdginimum value required for significant migration (Murreal.

1000 -+

Number in Bin n

— T —
; my = 1.9e-11 M,

e L MR |

FIG. 9.

10 100
Mass m (units of m,)

Mass histogram for Model C2. The power-law slope (forS

10mp) has exponent-2.9.

1998). In model D2, the disk mass was 26809. In both models
the disk extended from 0.5 to 3.5 AU with the usaaf/? law,
and the seed mass was located at 2.0 AU. A gap of half-wid
0.42 AU was left empty around the seed, corresponding to tt
“chaotic zone” of the planet (Wisdom 1980). The planet initially
had zero eccentricity and inclination while the planetsimals ha
the same initial dispersions as for Model C. Planetesimals we
allowed to merge on contact, but not bounce (the bulk densi
of the planetesimals v8e2 g cnt3). The timesteps were fixed at
0.01 yr. Both models began with = 10° planetesimals.

Model D1 completed 13,600 steps in 10 days on a cluster
four 433-MHz DEC Alpha PCs connected with a fast etherne
switch. Model D2 required just five days to complete 12,60
steps on a cluster of 14 300-MHz Intel Pentium lls, also wire
together with a fast ethernet switch. However, both runs exhit
ited periodic sharp rises in CPU usage per step until it was r
longer practical to keep the simulations running. We believe thi
was caused by the excessive computational demands of ke
ing escaping particles inside the tree structure. At the end
Model D1, 245 particles hael> 1 with respect to the Sun and
the largest value e was 1700 AU. For Model D2, 330 particles
hade> 1 and the largest value af was 4200 AU. One parti-
cle in each run made it out as far as 10,000 AU. This indicate
that particles on escape trajectories should simply be remowv
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FIG. 10. Sequence showing the evolution of Model D2. Bright regions correspond to high density. (a) is the initial condition, (b) is after 10 yr and sho
strong transients as the disk reacts to the seed; (c) is the final state, after 126 yr. The large dot at the center is the Sun and the large dot in seedayasehe
the particles in the immediate vicinity of the seed and the Sun: they will likely be ejected from the system.

from the simulation in future runs. In both runs only one collito perturbations from the seed, and the final quasi-equilibriul
sion with the Sun was recorded. There were 71 collisions witlonfiguration with density spikes and troughs near the low-ord
Jupiter in Model D1, and 78 in Model D2. In both cases aboutean motion resonances. Figure 11 is a histogram of planet:
10% of the particles had merged with each other by the emmdal semimajor axes in the vicinity of the starting disk. The
of the simulation, and the largest mass was 12 times the initialvest order resonances are indicated with dotted vertical line
value. With the exception of the 3:2 and 2:3 resonances, which are ¢
Figures 10-13 show results from Model D2. The plots fahe edge of the initial gap, each resonance corresponds to alo
Model D1 do not differ significantly from D2 so they are nofeature in the histograne{. Section 3.2). Similar features can be
shown here. Figure 10 is an evolutionary sequence showsegen in Fig. 12, which plots the local surface density in the dis|
the initial development of spiral density waves in the disk duehe smooth curve shows the form of the initial power-law dis
tribution for comparison. The outer resonances are not as eas
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FIG. 11. Histogram ofa for Model D2. The large gap in the center corre-
sponds to the chaos zone of the seed particle and was initially void of planetesFIG. 12. ¥(a) for Model D2. The smooth curve is the original power-law
imals. distribution.
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2008 P T ' T ' T ' region, illustrate the effect of jovian resonances on the inne
2004 |- 1 planet disk, reveal possible runaway and oligarchic growth i
_zoo2f 1 the jovian moon system, and demonstrate torquing by a dic
% 2ef ] on an embedded planet. The next major step is to increase f
e ] timescale by several orders of magnitude to extend investig

Loos F ] tions from initial transient regimes to regimes of longer termn
o } { : f : —=—  perturbations. Preliminary work toward this goal is described i
the following section.

0.008 |- -

S 1 4.1. Future Work

0.004 |- —

In order to increase the timescale capabilities of our code, w
need to take advantage of the fact that planetesimals spend mt
coossb ' ' ' ' ' "1 oftheirtime only weakly interacting with each other. Away from

interactions, the planetestimals can be moved along near-Kep

0.002 |- 3

o o001 | 1 ellipses modified by the perturbative force of all the other plan
£ etesimals. Hence we can divide the Hamiltonian into a Keple
0.0005 1 7 component implemented using Gaugsandg functions, and
, . . ' ‘ ] a perturbation component owing to the force contributions c

o = 0 T 100 120 all the other particles. In this domain, timesteps can be of ol

der the dynamical (i.e., orbital) time, resulting in computationa
FIG. 13. Plots of thea (top), e (middle), and (bottom) evolution of the Speedups of10-100. For strongly interacting particles (definec
seed mass in Model D2. The sampling interval was increased from 0.1 to 138 particles with overlapping Hill spheres), the Hamiltonian ca
ground 85 yr. Itis too early to determine whether there is a clear secular trgjd factored into the standard kinetic and potential energy comp
in any of the elements. nents, with the central force of the Sun as an external potential.
seen in this plot, due to the relatively low surface density in tr{giS domain, the timesteps are short enough that collision dete
outer regions. tion can approximate the trajectories as small linear segmen
Finally, Fig. 13 shows the, e, andi evolution of the seed &S outlined in Section 2.3. _
mass (note that the sampling rate was reduced after 85 yr)Ihe challengeis to predict when particles change between t
Initially the seed moves inward but after 50 yr it moves ouf€9imes of weak and strong interaction. One approach thatwe:
reaching nearly 2.006 AU at the end of the simulation. Tr@n&dermg is to construct a new binary tree ordered by perih
total excursion was about 0.01 AU. However, the evolution |91 G and apheliorQ;. Those particles witii +hi > do —ho
quite stochastic, as evidenced by the large 0.004 AU excursfid & —Ni < Qo+ho, whereh is the mutual Hill radius and
between 70 and 90 yr, so it would be premature to deduce&@SCript Oldenot(_as the refgrence particle, would be flagged f
secular trend from the data. Evidently a longer integration tinfdther testing. This screening has a cosNdbg N and would
is needed to resolve this ambiguity. This is not surprising givéily beé performed once per long Kepler step. Flagged pai
that a crude linear extrapolation to tinhe=0 of the data pre- Of particles with phases that are certain to stay separated o\
sented in Murrayet al. (1998) shows a migration rate of onlythe integration step would be reset. The remaining (few) part
10-7a AU yr—1 even for their best case. Similarly, it is too early*!€S would be tested by solving Kepler's equation in an ellipti
to tell whether there is an increasing trend in the seed eccentfi@l cylindrical coordinate system to determine the time of Hil
ity as would be expected for the chosen mass-to-disk ratio (ffiRhere overlap. Switching between Hamiltonians is not strictl
rapid oscillation seen in the plot is the 2.8-yr period correspongMPpletic, but it occurs infrequently enough for any given par
ing to the seed’s mean orbit). Even with the expected gains frdlﬁ'e that it should not b_e a concern. D|SS|pat_|ve collisions ar
the Kepler drift method (Section 4.1) this problem may remaifnerently nonsymplectic anyway. Once particles separate b
out of reach for direct simulation. However, smaller problems ¥2nd their Hill spheres (or merge), they would be returned t
study limiting or transient behavior in strongly perturbed disk§€ Kepler drift scheme.

are now feasible with our code. We have already implemented and tested the Kepler dri
scheme. Figure 14 shows the power spectra’6f (the action
4. CONCLUSIONS conjugate to the mean anomaly) and the Pomeariables =

esinw, k=ecosw, p=sin(/2)sin®, andq = sin( /2) cos,
We have described a new direct numerical method for simior a 1¢-yr integration of Jupiter using the Kepler drift code in
lating planetestimal dynamics. We have shown that the codepiedgrav  (solid line) and an MVS integrator based on Sah:
capable of handling data sets as largéNas 10° for hundreds and Tremaine (1992; dashed line). Both calculations include
of dynamical times. Simple experiments with the code confir@aturn, Uranus, and Neptune, and used 0.5-yr timesteps w
the oligarchic growth mode of planetestimals in the terrestrialtputs every 10 yr. The test shows an excellent match in ¢
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-1 that transient aggregates and gravitational wakes may form
the dense A and B rings, giving rise to structures on scales
1 ~100 m. However, these simulations were limited to spatic
extents of a few times the instability wavelength, calling thei
1 validity into question. With the necessary components for hai
4 dling collisions properly, our new method could do far bette
4 on this problem. It would be a timely project as well: exist-
] ing images of Saturn’s rings are not detailed enough to resol
the wakes and aggregates, but the upcoming Cassini missior
Saturn promises resolutions as good-& m in the outer rings

i and perhaps-150 m in the B ring (L. Dones 1998, personal
4 communication).

Our code can also be used to follow the tidal disruptior
of “rubble piles” (loose aggregations of material held togethe
solely by self-gravity). The spectacular breakup of Come
Shoemaker—Levy 9 at Jupiter, as well as the existence of cra
chains onthe Galilean satellites and our own Moon, strongly su
| | gest that many if not most kilometer-sized objects in the Solz
oo 1000 aor i i System are rubble piles (Asphaug and Benz 1994, Richards

Period (Julian yr) et al. 1998a). So far, numerical simulations have either bee
FIG. 14. Power spectra of Jupiter’s action conjugate to the mean anom%?verely limited in the numbgr of particles |n_the !’ubble piles (
(a%/2) and Poincas variablesh, k, p, andq for a 16-yr integration of the €W hundred), or used questionable approximations to the ct
outer giants. The solid line was generated wpikidgrav  using the Kepler drift  lisional dynamics. Our method would eliminate both problems
method, the dashed line with Saha and Tremaine’s (1992) MVS integrator. TN®te that if small objects in the Solar System are indeed rubb
lines are nearly coincident in most cases. Timesteps were 0.5 yr with OUtptﬁfes, there are implications for planetesimal formation as wel

every 10 yr. A Hanning window function was applied to the data. Negatie,,. o, o e tidal breakup would increase the cross section 1
frequencies were used for thg,q plot to bring out the secular resonances (the

line of nodes precesses backward). The major resonance features known f@@mentation. As work on our simulations progresses, there
previous work (e.g., Applegat al. 1986) with periods-10% yr include the g6 N0 doubt that other interesting areas of application will turn u
secular resonance at 46 kyr in thgy plot, as well as a blend of g5 and g7 atgs well.

300-400 kyr and the linear combination 2g§5 at 25 kyr, and the s6 secular

resonance at 49 kyr in th&pq plot. The “Great Inequality” at 1.3 kyr can also
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