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Abstract

We review the current theory of how galaxies form within the cosmological framework provided by the cold dark
matter paradigm for structure formation. Beginning with the pre-galactic evolution of baryonic material we describe
the analytical and numerical understanding of how baryons condense into galaxies, what determines the structure of
those galaxies and how internal and external processes (including star formation, merging, active galactic nuclei, etc.)
determine their gross properties and evolution. Throughout, we highlight successes and failures of current galaxy
formation theory. We include a review of computational implementations of galaxy formation theory and assess their
ability to provide reliable modeling of this complex phenomenon. We finish with a discussion of several “hot topics”
in contemporary galaxy formation theory and assess future directions for this field.
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1. Introduction

While the concept of galaxies as “island universes” can be traced back to Wright (1750) and Kant (1755) the study
of the formation of galaxies did not begin until after their extra-Galactic status was confirmed by Hubble (1929). In
fact, much of the early work on galaxy evolution and formation was driven by the necessity of understanding galaxies
in order to answer questions of cosmology (such as whether ornot the Universe began with a Big Bang). While an
understanding of galaxies remains necessary for such reasons even today, the field has since become an important one
in its own right.

Modern galaxy formation theory therefore grew out of early studies of cosmology and structure formation and
is set within the cold dark matter cosmological model and so proceeds via a fundamentally hierarchical paradigm.
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Observational evidence and theoretical expectations indicate that galaxy formation is an ongoing process which has
been occurring over the vast majority of the Universe’s history. The goal of galaxy formation theory then is to describe
how simple physics gives rise to the complicated set of phenomena which galaxies encompass.

Galaxy formation is very much an observationally driven field in the sense that we are still decidedly in the stage
of making new experimental discoveries rather than performing precision tests of well-specified theoretical models.
While this situation shows signs of a gradual shift to the “precision tests” phase it seems unlikely that the transition
will be completed any time soon. In addition, astronomy is perhaps uniquely hindered by experimental biases, since
we are not able to design the experiment, merely to observe what the Universe has decided to put on show. The
complicated nature of the resulting selection effects result in a secondary, but very important, role for theoretical
models, namely in quantifying these biases and interpreting the data. While this secondary role is well established
it needs to become more so, in particular it should become an integral part of any observational campaign and will
require direct and simple access to modeling capabilities for all.

2. Background Material

Modern galaxy formation theory is set within the larger scale cold dark matter cosmological model (Blumenthal et al.
1984). The success of that model in explaining the cosmic microwave background (CMB) (Komatsu et al., 2009)
and large scale structure (Seljak et al., 2005; Percival et al., 2007a; Ferramacho et al., 2008; Sanchez et al., 2009) of
the Universe makes it thede facto standard. However, it is important to recognize that the scales on which the
simplest cold dark matter (CDM) model has been most precisely tested are much larger than those that matter for
galaxy formation1. As such, we cannot fully rule out that dark matter is warm or self-interacting, although good
constraints exist on both of these properties (Markevitch et al., 2004; Boehm and Schaeffer, 2005; Ahn and Shapiro,
2005; Miranda and Macciò, 2007; Randall et al., 2008; Yükselet al., 2008; Boyarsky et al., 2008).

More extensive reviews of the cold dark matter cosmologicalmodel can be found in, for example, Narlikar and Padmanabhan
(2001), Frenk (2002) and Bertone et al. (2005).

2.1. Background Cosmology

A combination of experimental measures, including studiesof the CMB (Dunkley et al. 2009), large scale struc-
ture (Tegmark et al. 2004; Cole et al. 2005; Tegmark et al. 2006; Percival et al. 2007a,b), the Type Ia supernovae
magnitude–redshift relation (Kowalski et al. 2008) and galaxy clusters (Mantz et al., 2009; Vikhlinin et al., 2009;
Rozo et al., 2010), have now placed strong constraints on theparameters of the cold dark matter cosmogony. The
picture that emerges (Komatsu et al., 2010) is one in which the energy density of the Universe is shared between dark
energy (ΩΛ = 0.728+0.015

−0.016), dark matter (Ωc = 0.227± 0.014) and baryonic matter (Ωb = 0.0456± 0.0016), with a
Hubble parameter of 70.4+1.3

−1.4 km/s/Mpc. Perturbations on the uniform model seem to be well described by a scale-free
primordial power spectrum with power-law indexns = 0.963± 0.012 and amplitudeσ8 = 0.809± 0.024.

Given such a cosmological model, the Universe is 13.75± 0.11 Gyr old. Galaxies probably began forming at
z ∼ 20− 50 when the first sufficiently deep dark matter potential wells formed to allow gasto cool and condense to
form galaxies (Tegmark et al. 1997; Gao et al. 2007).

2.2. Structure Formation

The formation of structure in the Universe is seeded by minute perturbations in matter density expanded to cosmo-
logical scales by inflation. The dark matter component, having no pressure, must undergo gravitational collapse and,
as such, these perturbations will grow. The linear theory ofcosmological perturbations is well understood and pro-
vides an accurate description of the early evolution of these perturbations. Once the perturbations become nonlinear,
their evolution is significantly more complicated, but simple arguments (e.g. spherical top-hat collapse and devel-
opments thereof; Gunn 1977; Shaw and Mota 2008) provide insight into the basic behavior. Empirical methods to

1Although measurements of the Lyman-α forest (Slosar et al., 2007; Viel et al., 2008) and weak-lensing (Mandelbaum et al., 2006) give inter-
esting constraints on the distribution of dark matter on small scales they typically require modeling of either the nonlinear evolution of dark matter
or the behavior of baryons (or both) which complicate any interpretation. They are therefore not as “clean” as CMB and large scale structure
constraints.
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determine the statistical distribution of matter in the nonlinear regime exist (Hamilton et al. 1991; Peacock and Dodds
1996; Smith et al. 2003; Heitmann et al. 2009). These, together with N-body simulations (e.g. Klypin and Shandarin
1983; Springel et al. 2005b; Heitmann et al. 2008) show that anetwork of halos strung along walls and filaments
forms, creating a cosmic web. This web is consistent with measurements of galaxy and quasar clustering on a wide
range of scales.

2.3. Halo Formation

The final result of the nonlinear evolution of a dark matter density perturbation is the formation of a dark matter
halo: an approximately stable, near-equilibrium state supported against its own self-gravity by the random motions of
its constituent particles. In a hierarchical universe the first halos to form will do so from fluctuations on the smallest
scales. Later generations of halos can be thought of as forming from the merging of these earlier generations of halos.
For the purposes of galaxy formation, two fundamental properties of the dark matter halos are of primary concern:
(i) the distribution of their masses at any given redshift and (ii) the distribution of their formation histories (i.e. the
statistical properties of the halos from which they formed).

2.3.1. Halo Mass Distribution
The insight of Press and Schechter (1974) was that halos could be associated with peaks in the Gaussian random

density field of dark matter in the early universe. Using the relatively simple statistics of Gaussian random fields they
were able to derive the following form for the distribution of dark matter halo masses such that the number of halos
per unit volume in the mass rangeM to M + δM is δM(dn/dM) where2:

dn
dM

(M, t) =

(

2
π

)1/2
ρ0

M2

δc(t)
σ(M)

∣

∣

∣

∣

∣

d lnσ
d ln M

∣

∣

∣

∣

∣

× exp

[

−
δ2c(t)

2σ2(M)

]

, (1)

whereρ0 is the mean density of the Universe,σ(M) is the fractional root variance in the density field smoothed using
a top-hat filter that contains, on average, a massM, andδc(t) is the critical overdensity for spherical top-hat collapse
at timet (Eke et al. 1996).

While the Press and Schechter (1974) expression is remarkably accurate given its simplicity, it does not provide a
sufficiently accurate description of modern N-body measures of the halo mass function. Several attempts have been
made to “fix” the Press and Schechter (1974) theory by appealing to different filters and barriers (e.g. Sheth et al.
2001) although to date none are able to accurately predict the measured form without adjusting tunable parameters.
The most accurate fitting formulae currently available are those of Tinker et al. (2008; see also Reed et al. 2007;
Robertson et al. 2009). Specifically, the mass function is given by

dn
dM
= f (σ)

ρ̄

M
d lnσ−1

dM
, (2)

where

f (σ) = A
[(

σ

b

)−a

+ 1
]

exp
(

− c
σ2

)

, (3)

and whereA, a, b andc are parameters determined by fitting to the results of N-bodysimulations. The mass variance
σ2(M) is determined from the power spectrum of density fluctuations

σ2(M) =
1

2π2

∫ ∞

0
P(k)T 2(k)Ŵ2

M(k)k2dk (4)

2The original derivation by Press and Schechter (1974) differed by a factor of 2, resulting in only half of the mass of the Universe being locked
up in halos. Later derivations placed the method on a firmer mathematical basis and resolved this problem, a symptom of the“cloud-in-cloud”
problem (Bond et al. 1991; Bower 1991; Lacey and Cole 1993).
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whereP(k) is the primordial power spectrum (usually taken to be a scale-free power spectrum with indexns), T (k) is
the cold dark matter transfer function (Eisenstein and Hu 1999) andŴM(k) is the Fourier transform of the real-space
top-hat window function. Tinker et al. (2008) give values for these parameters as a function of the overdensity,∆,
used to define what we consider to be a halo. Additionally, they find that the best fit values are functions of redshift.
Earlier studies had hoped to find a “universal” form for the mass function (such that the functional form was always
the same when expressed in terms ofν = σ/δc). While this is approximately true, the work of Tinker et al.(2008)
demonstrates that universality does not hold when high precision results are considered.

2.3.2. Halo Formation Distribution
A statistical description of the formation of halos, specifically the sequence of merging events and the masses of

halos involved in those events, can be extracted using similar arguments as the original Press and Schechter (1974)
approach (Lacey and Cole 1993). These show that the distribution of halo progenitor masses,M1m at redshiftz1 for a
halo of massM2 at later redshiftz2 is given by

dN
dM1

=

(

2
π

)1/2 d lnσ
d ln M 1

M2
σ2

1

M2
1

δc1 − δc2

(σ2
1 − σ2

2)3/2

× exp













− (δc1− δc2)2

(σ2
1 − σ2

2)













, (5)

whereσ1 = σ(M1), σ2 = σ(M2), δc1 = δc(z1), δc2 = δc(z2). With a zero time-lag (i.e. asz1 → z2 and therefore
δc1→ δc2) this can be interpreted as a merging rate (although see Neistein and Dekel (2008) for a counter argument).
Repeated application of this merging rate can be used to build a merger tree. Finding a suitable algorithm is non-
trivial and many attempts have been made (Kauffmann and White 1993; Somerville and Primack 1999; Cole et al.
2000; Parkinson et al. 2008). A recent examination of alternative algorithms is given by Zhang et al. (2008). Current
implementations of merger tree algorithms are highly accurate and can reproduce the progenitor halo mass distribution
over large spans of redshift (Parkinson et al. 2008).

A fundamental limitation of any Press and Schechter (1974) based approach is that the merger rates are not sym-
metric, in the sense that switching the massesM1 andM2 results in two different predictions for the rate of mergers
between halos of massM1 and M2. Benson et al. (2005) and Benson (2008) showed that a symmetrized form of
the Parkinson et al. (2008) merger rate function could be made to approximately solve Smoluchowski’s coagulation
equation (Smoluchowksi 1916) and thereby provide a solution free from ambiguities. Other empirical determinations
of merger rates have been made (Cole et al. 2008; Fakhouri andMa 2008a,b).

In addition to these purely analytic approaches, numericalstudies utilizing N-body simulations have lead to the
development of an empirical understanding of halo formation histories (Wechsler et al., 2002; van den Bosch, 2002)
and halo–halo merger rates (Fakhouri and Ma, 2008a, 2009; Stewart et al., 2009; Fakhouri et al., 2010; Hopkins et al.,
2010). Merger trees can also be extracted directly from N-body simulations (e.g. Helly et al. 2003a; Springel et al.
2005b) which sidesteps these problems but incorporates anylimitations of the simulation (spatial, mass and time res-
olution), and additionally provides information on the spatial distribution of halos. Such N-body merger trees also
serve to highlight some, perhaps fundamental, limitationsof the Press and Schechter (1974) type approach. For exam-
ple, halos in N-body simulations undergo periods of mass loss, which is not expected in pure coagulation scenarios.
The existence of systems of substructures within halos (seeSection refsec:galaxyOrbits) can even lead to three-body
encounters which cause subhalos to be ejected (Sales et al. 2007).

2.4. Halo Structure

Dark matter halos are characterized by their large overdensity with respect to the background density. Spherical
top-hat collapse models (e.g. Eke et al. 1996) show that the overdensity,∆, of a just collapsed halo is approximately
200, with some dependence on cosmological parameters. Thisoverdensity corresponds, approximately, to the virial-
ized region of a halo, and allows us to define a virial radius as

rv =

(

3M
4πρ0∆

)1/3

. (6)
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Studies utilizing N-body simulations show that halos approximately obey the virial theorem within this radius and
thatrv is a characteristic radius for the transition from ordered inflow of matter (on larger scales) to virialized random
motions (on smaller scales) (Cole and Lacey 1996). Dark matter halos have triaxial shapes and the distribution of
axial ratios has been well characterized from N-body simulations (Frenk et al. 1988; Jing and Suto 2002; Bett et al.
2007).

Recent N-body studies (Navarro et al. 2004; Merritt et al. 2005; Prada et al. 2006) indicate that density profiles of
dark matter halos have an approximately universal form in CDM cosmologies that is better described by the Einasto
profile (Einasto 1965) than the Navarro-Frenk-White (NFW) profile (Navarro et al. 1996, 1997). The Einasto density
profile is given by

ρ(r) = ρ−2 exp

(

− 2
α

[(

r
r−2

)α

− 1

])

, (7)

wherer−2 is a characteristic radius at which the logarithmic slope ofthe density profile equals−2 andα is a parameter
which controls how rapidly the logarithmic slope varies with radius. The parameterα seems to correlate well with the
height of the peak from which a halo formed,ν = δc(z)/σ(M) as has been shown by Gao et al. (2008) who provide a
fitting formula,

α =

{

0.155+ 0.0095ν2 if ν < 3.907
0.3 if ν ≥ 3.907,

(8)

which is a good match to halos in the Millennium Simulation3 (Springel et al. 2005b). The value ofr−2 for each halo is
determined from the known virial radius,rv, and the concentration,c−2 ≡ rv/r−2. The NFW profile has a significantly
simpler form and is good to within 10–20% making it still useful. It is given by

ρ(r) = 4
ρs

(r/rs)[1 + r/rs]2
, (9)

wherers is a characteristic scale radius andρs is the density atr = rs. For NFW halos, the concentration is defined as
cNFW = rv/rs.

Concentrations are found to depend weakly on halo mass and onredshift and can be predicted from the formation
history of a halo (Wechsler et al. 2002). Simple algorithms to approximately determine concentrations have been
proposed by Navarro et al. (1997), Eke et al. (2001) and Bullock et al. (2001b). More accurate power-law fits have
also been determined from N-body simulations (Gao et al. 2008; Zhao et al. 2009).

Integrals over the density and mass distribution are neededto compute the enclosed mass, velocity dispersion,
gravitational energy and so on for the halo density profile. For NFW halos the integrals are mostly straightforward,
although some require numerical calculation. For the Einasto profile some of these may be expressed analytically
in terms of incomplete gamma functions (Cardone et al. 2005). Specifically, expressions for the mass and gravita-
tional potential are provided by Cardone et al. (2005), other integrals (e.g. gravitational energy) must be computed
numerically.

3. Pre-Galactic Evolution of Baryons

Baryons are initially distributed near uniformly—they areexpected to trace the dark matter distribution on scales
above the Jeans length (Arons and Silk 1968; Gnedin and Hui 1998). To form galaxies they must first be concentrated
by the forces of gravity which are dominated by the distribution of dark matter. In particular, we expect that baryons
will concentrate towards the deep potential wells of dark matter halos. These should therefore be the sites of galaxy
formation.

3We have truncated this fit so thatα never exceeds 0.3. Gao et al. (2008) were not able to probe the behavior ofα in the very highν regime.
Extrapolating their formula toν > 4 is not justified and we instead choose to truncate it at a maximum ofα = 0.3.
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3.1. Cold or Hot Accretion (Shocks)

Baryonic material will be dragged along by the gravitationally dominant dark matter such that dark matter halos
are expected to accrete baryonic material. How much baryonic material they accrete depends upon the depth of their
potential well and the pressure of the baryons.

According to Okamoto et al. (2008a), the mass of baryons which accrete from the intergalactic medium into a
galaxy halo during some intervalδt after the Universe has been reionized (i.e. the hydrogen content of the Universe
has been almost fully ionized as a result of emission from stars and active galactic nuclei (AGN)) is given by

Mb = M′b + Macc, (10)

whereMacc is given below,

M′b =
∑

prog

exp

(

− δt
tevp

)

Mb, (11)

and where the sum is taken over all progenitors of the currenthalo, andtevp is the timescale for gas to evaporate from
the progenitor halo and is given by

tevp =

{

rv/cs(∆evp) if Tv < Tevp,

∞ if Tv > Tevp,
(12)

whereTevp is the temperature below which gas will be heated and evaporated from the halo,cs is the sound speed in
the halo gas. Okamoto et al. (2008a) computeTevp by finding the equilibrium temperature of gas at an overdensity of
∆evp = 106. The accreted mass,Macc, is given by

Macc=

{

Ωb

Ω0
MH − M′b if Tvir > Tacc,

0 if Tvir < Tacc.
(13)

Here,Tacc is the larger ofTeq and the temperature of intergalactic medium gas adiabatically compressed to the density
of accreting gas whereTeq is the equilibrium temperature at which radiative cooling balances photoheating for gas at
the density expected at the virial radius, for which Okamotoet al. (2008a) use one third of the halo overdensity.

An accretion shock is a generic expectation whenever the gasaccretes supersonically as it will do if the halo
virial temperature exceeds the temperature of the accreting gas (Binney 1977a). Models of accretion shocks have
been presented by several authors (Bertschinger 1985; Tozzi and Norman 2001; Voit et al. 2003; Book and Benson
2010) with the general conclusion that the shock occurs at a radius comparable to (or perhaps slightly larger than)
the virial radius when cooling times are long compared to dynamical times. In the other limit of short cooling times,
it has long been understood that the shock must instead form at much smaller radii, close to the forming galaxy
(Rees and Ostriker, 1977; White and Frenk, 1991). For example, according to Rees and Ostriker (1977): “Unless pre-
galactic clouds collapse in an exceedingly homogeneous fashion, their kinetic energy of infall will be thermalized by
shocks before collapse has proceeded by more than a factor∼ 2. What happens next depends on the relative value of
the cooling and collapse timescales. Masses in the range 1010–1012M⊙ cool so efficiently that they always collapse
at the free-fall rate, and probably quickly fragment into stars. Larger masses may, however, experience a quasistatic
contraction phase. . . ”. Thus, Rees and Ostriker (1977) clearly understood the difference between the rapid inflow and
hydrostatic cooling regimes, and correctly identified the transition mass, suggesting that this be identified this with
the characteristic stellar mass of galaxies. Accretion in these two regimes may be expected to result in very different
spatial and spectral distributions of cooling radiation, leading to the possibility of observationally distinguishing the
two types of accretion (Fardal et al., 2001).

The distinction between these two regimes has always been anintegral part of analytic models of galaxy formation,
beginning with Rees and Ostriker (1977). For example, Whiteand Frenk (1991) introduced a transition between rapid
and slow cooling regimes at the point where cooling and virial radii become equal, or, equivalently, the point at
which cooling and dynamical times at the halo virial radius become equal. In the rapid cooling regime, the accretion
rate of gas into the central galaxy was then determined by thecosmological infall rate, while in the slow cooling
regime the accretion rate was determined by the cooling timein the gas. Their Figure 2 illustrates that the rapid
cooling regime will occur in low mass halos and at high redshifts. All subsequent semi-analytic models of galaxy
formation (e.g. Kauffmann et al. 1993; Cole et al. 1994) have adopted this prescription, or some variant of it, and it
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has also been validated by 1D hydrodynamical simulations (e.g Forcada-Miro and White 1997). The validity of this
prescription has been confirmed by studies which compared its predictions for the condensed masses of galaxies with
those from smoothed particle hydrodynamics simulations across the boundary of the rapid to slow cooling transition
(Benson et al., 2001b; Yoshida et al., 2002; Helly et al., 2003b), although it should be noted that the accuracy of these
comparisons is less than that at which semi-analytic modelsare now being used.

Recent work has once again focused on the formation of accretion shocks. Recent 3D hydrodynamical simulations
(Fardal et al. 2001; see also Kereš et al. 2005; Ocvirk et al. 2008; Kereš et al. 2009), have suggested that a significant
fraction of gas in low mass galaxies has never been shock heated (at least within regions adequately resolved by the
simulations; for example numerical simulations may not adequately resolve shocks in the radiative regime due to
artificial viscosity, numerical diffusion and other numerical artifacts; Agertz et al. 2007). Motivated by these results
Birnboim and Dekel (2003) developed an analytic treatment of accretion shock stability4. The accretion shock relies
on the presence of a stable atmosphere of post-shock gas to support itself. If cooling times in the post-shock gas
are sufficiently short, this atmosphere cools and collapses and can no longer support the shock. The shock therefore
shrinks to smaller radii, where it can be stable. Birnboim and Dekel (2003) find that

ρrΛ(T1)/u3µ2m2
H < 0.0126, (14)

whereρ is gas density,Λ(T ) is the cooling function for gas at temperatureT , T1 = (3/16)µu2
0/kBNa is the post-shock

temperature andu is the infall velocity, all evaluated for the pre-shock gas at radiusr, is required for the shock to
be stable5. For cosmological halos this implies that shocks can only form close to the virial radius in halos with
mass greater than 1011M⊙ for primordial gas (or around 1012M⊙ for gas of Solar metallicity). These values are found
to depend only weakly on redshift and are in good agreement with the results of hydrodynamical simulations. It is
crucial to note that these new criteria are equivalent to that of White and Frenk (1991) up to factors of order unity.

As a result, in low mass halos gas tends to accrete into halos “cold6”—never being shock heated to the virial
temperature and proceeding to flow along filaments towards the center of the halo where it will eventually shock7.
Halos which do support shocks close to the virial radius are expected to contain a quasi-hydrostatic atmosphere of
hot gas. The structure of this atmosphere is determined by the entropy that the gas gains at the accretion shock and
that may be later modified by radiative cooling and feedback (Voit et al. 2003; McCarthy et al. 2007). In practice, the
transition from rapid to slow cooling regimes is not sharp—halos able to support a shock at their virial radius still
contain some unshocked gas; because the halos retain a memory of past accretion and because cold filaments may
penetrate through the hot halo. At high redshifts in particular, the “cold” accretion mode may be active even in halos
whose accretion of gas is primarily via an accretion shock close to the virial radius.

The consequences of rapid vs. slow cooling regimes for the properties of the galaxy forming warrant further study.
As Croton et al. (2006) have stressed, the absence of a more detailed treatment of the rapid cooling regime may not
be important since, by definition the gas accretion rate in small halos is limited by the growth of the halo rather than
by the system’s cooling time. In contrast, Brooks et al. (2009) demonstrate in hydrodynamical simulations that in the
rapid cooling regime accreted gas can reach the galaxy more rapidly, by virtue of the fact that it does not have to cool
but instead merely has to free-fall to the center of the halo (starting with a velocity comparable to the virial velocity).
This results in earlier star formation than if all gas were assumed to be initially shock heated to the virial temperature
close to the virial radius of the halo. It is also clear that the situation needs to be carefully reassessed in the presence
of effective feedback schemes that prevent excessive star formation, particularly in the high redshift universe.

While hot atmospheres of gas are clearly present in massive systems such as groups and clusters of galaxies
(where the hot gas is easily detected by virtue of its X-ray emission), observational evidence for hot atmospheres of
gas arising from cosmological infall surrounding lower mass systems, such as massive but isolated galaxies is sparse.
Interesting upper limits have been placed on the X-ray emission from massive, nearby spiral galaxies (Benson et al.
2000b; Rasmussen et al. 2009), and the hot component of the Milky Way’s halo is constrained by the ram pressure

4Unpublished work by Forcada-Miro and White (1997), also utilizing a 1D hydrodynamics code, reached similar conclusions.
5The left-hand side of this expression is equivalent, to order of magnitude, totsc/tcool wheretsc is the sound-crossing time in the halo andtcool

is the cooling time in the post-shock gas. This provides somephysical insight into this condition: if the post-shock gascan cool too quickly sound
waves cannot communicate across the halo and thereby form a hydrostatic atmosphere which can support a shock front).

6Or, more likely, warm (Bland-Hawthorn, 2009).
7While this picture seems reasonable on theoretical grounds, it as yet has little direct observational support (Steidelet al., 2010).
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that it exerts on the Magellanic Stream (Moore and Davis 1994; Mastropietro et al. 2005b). Additionally, ultraviolet
line detections of the so-called warm-hot intergalactic medium (intergalactic gas at temperatures of 105–106K) show
that some of this material must lie close to the Milky Way (Wang et al. 2005; Williams et al. 2006). What is known
is that the Milky Way’s halo contains a significant mass of cold, neutral gas in the form of high velocity clouds
(Putman et al. 2003). This may indicate, as expected on theoretical grounds (Crain et al., 2009), that the Milky Way
is in the transition mass range between purely cold and purely hot accretion.

3.2. Cooling

Gas which does experience a strong virial shock will have itskinetic infall energy thermalized and therefore be
heated to of order the virial temperature

Tv =
2
3

GMv

rv

µmH

kB
. (15)

This gas will proceed to form a hydrostatically supported atmosphere obeying the usual hydrostatic equilibrium equa-
tion:

dP
dr
= −GM(r)

r2
ρ(r), (16)

whereP is the gas pressure,ρ(r) the gas density andM(r) the total (i.e. dark matter plus baryonic) mass within
radiusr. This distribution may be modified, particularly on small scales, by other contributors to supporting the halo
against gravity, such as turbulence (Frenk et al. 1999), cosmic ray pressure (Guo and Oh 2008) and magnetic pressure
(Gonçalves and Friaça 1999). In any case, the resulting hot atmosphere will fill the dark matter halo with a density
still several orders of magnitude lower than typical galactic densities. In the absence of any dissipitative process, the
gas would remain in this state indefinitely. Fortunately, however, gas is able to cool radiatively and so will eventually
lose energy and, consequently, pressure support, at which point it must fall towards the center of the gravitational
potential of the dark matter halo thereby increasing its density. Gas which does not experience a shock close to the
virial radius can fall almost ballistically towards the halo center. It must still lose its infall energy at some point,
however, shocking closer to the halo center near the forminggalaxy. As such, it too will eventually be heated and
must cool down (although it will presumably do so much more rapidly due to its higher density).

In the remainder of this subsection we will review the various mechanisms by which such gas cools.

3.2.1. Atomic
For metal rich gas, or gas hot enough to begin to collisionally ionize hydrogen (i.e.T >∼104K), the primary

cooling mechanisms at low redshifts are a combination of various atomic processes including recombination radiation,
collisional excitation and subsequent decay and Bremmsstahlung. In the absence of any external radiation field (see
Section refsec:PhotoHeat), these are all two-body processes and so the cooling rate is expected to scale as the square
of the density for gas of fixed chemical composition and temperature. It is usual, therefore, to write the cooling rate
per unit volume of gas as

L = n2
HΛ(T, Z), (17)

wherenH is the number density of hydrogen (both neutral and ionized)andΛ(T, Z) is the “cooling function” and
depends on temperature and chemical composition. Typically, the chemical composition is described by a single
number, the metallicityZ (defined as the mass fraction of elements heavier than helium), and an assumed set of
abundance ratios (e.g. primordial or Solar). The cooling function can then be found by first solving for the ionization
state of the gas assuming collisional ionization equilibrium and then summing the cooling rates from the various above
mentioned cooling mechanisms. Such calculations can be carried out by using, for example, Cloudy (Ferland et al.
1998). Examples of cooling functions computed in this way are shown in Fig. 1.

In detail, the cooling function depends not just on the overall metallicity, but on the detailed chemical composition
of the gas. If the abundances of individual elements are known, the corresponding cooling function is easily calcu-
lated. In theoretical calculations of galaxy formation it is often computationally impractical to follow the abundance of
numerous chemical species in a large number of galaxies and dark matter halos. Fortunately, Martínez-Serrano et al.
(2008) have demonstrated that an optimal linear combination of abundances, which minimizes the variance between
cooling/heating rates computed using that linear combination as a parameter and a full calculation using all abun-
dances, provides very accurate estimates of cooling rates.The best linear combination turns out to be a function
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Figure 1: Cooling functions for gas in collisional ionization equilibrium are shown as a function of temperature. The solid line corresponds to gas
of primordial composition, while the dashed line corresponds to gas of Solar composition.

of temperature. This reduces the problem to tracking the optimal combination of elements for a small number of
temperatures. This number can then be used in place of metallicity when computing cooling functions.

Most calculations of cooling rates in cosmological halos assume that the gas is in collisional or photoionization
equilibrium. Even if the gas begins in such a state, as it cools it can drift away from equilibrium as, particularly at low
temperatures, the ion–electron recombination timescalescan significantly exceed the cooling timescales—as such, the
ionization state always lags behind the equilibrium state due to the rapidly changing gas temperature. Figure 2 shows
calculations of effective cooling functions for gas initially in collisional ionization equilibrium (and with no external
radiation field) with a fully time-dependent calculation ofcooling and ionization state (Gnat and Sternberg 2007).
Significant differences can be seen, resulting in cooling timescales being afactor of 2–3 longer when non-equilibrium
effects are taken into account.

3.2.2. Compton Cooling
At high redshifts, the density of cosmic microwave background photons becomes sufficiently high that the fre-

quent Compton scattering of these photons from electrons inthe ionized plasma inside dark matter halos results in
significant cooling of that plasma (assuming that its temperature exceeds that of the cosmic microwave background).
The Compton cooling timescale is given by (Peebles 1968)

τCompton=
3mec(1+ 1/xe)

8σTaT 4
CMB(1− TCMB/Te)

, (18)

wherexe = ne/nt, ne is the electron number density,nt is the number density of all atoms and ions,TCMB is the CMB
temperature andTe is the electron temperature of the gas. Unlike the various atomic cooling processes described in
Section refsec:CoolingAtomic, the Compton cooling rate per unit volume does not scale as the square of the particle
density, since it involves an interaction between a particle and a cosmic microwave background photon. Since the
CMB photon density is the same everywhere, independent of the local gas density, the Compton cooling rate scales
linearly with density. As a result, the Compton cooling timescale is independent of gas density. Thus, if gas in a dark
matter halo is able to cool via Compton cooling, it can do so atall radii (assuming that it is isothermal and has the
same electron fraction everywhere).
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In a Universe with WMAP 5 yr cosmological parameters, the Compton cooling time is less than the age of the
Universe abovez ≈ 6.

3.2.3. Molecular Hydrogen Cooling
Somewhat ironically, the gas in dark matter halos at the highest redshifts is too cold to cool any further. In halos

with virial temperatures below 104K even shock heated gas (if shocks can occur) will be mostly neutral and therefore
unable to cool via the usual atomic processes described in Section refsec:CoolingAtomic. Studies show that the
dominant coolant in such cases becomes the small fraction ofhydrogen in the form of molecular hydrogen (Abel et al.
1997). Cooling via molecular hydrogen is crucial for the formation of the first stars (Abel et al. 2002) and galaxies
(Bromm et al. 2009) and, therefore, for the sources which cause the reionization of the Universe (Benson et al. 2006;
Wise and Abel 2008a). The details of molecular hydrogen cooling are more complicated than those of atomic cooling:
in addition to uncertainties in the molecular chemistry (Glover and Abel 2008), in many cases equilibrium is not
reached and the photon background can lead to both negative (Wise and Abel 2007a) and positive (Ricotti et al. 2001)
feedbacks.

Cosmologically, molecular hydrogen forms via the gas-phase reactions (McDowell 1961):

H + e− → H−,+γ

H− + H → H2 + e−, (19)

and

H+ + H → H+2 + γ,

H+2 + H → H2 + H+. (20)

Our discussion of molecular hydrogen cooling will mostly follow Yoshida et al. (2006).
The molecular hydrogen cooling timescale is found by first estimating the abundance,fH2,c, of molecular hydrogen

that would be present if there is no background of H2-dissociating radiation from stars. For gas with hydrogen number
densitynH and temperatureTV the fraction is (Tegmark et al. 1997):

fH2,c = 3.5× 10−4T 1.52
3 [1 + (7.4× 108(1+ z)2.13

× exp{−3173/(1+ z)} /nH1)]−1, (21)

whereT3 is the temperatureTV in units of 1000K andnH1 is the hydrogen density in units of cm−3. Using this initial
abundance we calculate the final H2 abundance, still in the absence of a photodissociating background, as

fH2 = fH2,c exp
( −TV

51920K

)

(22)

where the exponential cut-off is included to account for collisional dissociation of H2, as in Benson et al. (2006).
Finally, the cooling timescale due to molecular hydrogen can be computed using (Galli and Palla 1998):

τH2 = 6.56419× 10−33TV f −1
H2

n−1
H1Λ

−1
H2
, (23)

where

ΛH2 =
ΛLTE

1+ ncr/nH
, (24)

ncr

nH
=
ΛH2(LTE)
ΛH2[nH → 0]

(25)

and

log10ΛH2[nH → 0] = −103+ 97.59 ln(T )

−48.05 ln(T )2 + 10.8 ln(T )3

−0.9032 ln(T )4 (26)
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is the cooling function in the low density limit (independent of hydrogen density) and we have used the fit given by
Galli and Palla (1998), and

ΛLTE = Λr + Λv (27)

is the cooling function in local thermodynamic equilibriumand

Λr =
1

nH1















9.5× 10−22T 3.76
3

1+ 0.12T 2.1
3

exp















−
[

0.13
T3

]3












+3× 10−24 exp

(

−0.51
T3

)}

ergs cm3 s−1 (28)

Λv =
1

nH1

{

6.7× 10−19 exp

(

−5.86
T3

)

+1.6× 10−18 exp

(

−11.7
T3

)}

ergs cm3 s−1 (29)

are the cooling functions for rotational and vibrational transitions in H2 (Hollenbach and McKee 1979).
It is also possible to estimate the rate of molecular hydrogen formation on dust grains using the approach of

Cazaux and Spaans (2004), who find that the rate of H2 formation via this route can be important in the high redshift
Universe. In this case we have to modify equation (13) of Tegmark et al. (1997), which gives the rate of change of the
H2 fraction, to account for the dust grain growth path. The molecular hydrogen fraction growth rate becomes:

ḟ = kd f (1− x − 2 f ) + kmn(1− x − 2 f )x, (30)

where f is the fraction of H2 by number,x is the ionization fraction of H which has total number density n,

kd = 3.025× 10−17 ξd

0.01
S H(T )

√

Tg

100K
cm3s−1 (31)

is the dust formation rate coefficient (Cazaux and Spaans 2004; eqn. 4), andkm is the effective rate coefficient for H2

formation (Tegmark et al. 1997; eqn. 14). Adopting the expression given by Cazaux and Spaans (2004; eqn. 3) for
the H sticking coefficient,S H(T ) andξd = 0.53Z for the dust-to-gas mass ratio as suggested by Cazaux and Spaans
(2004), results inξd ≈ 0.01 for Solar metallicity. This must be solved simultaneously with the recombination equation
governing the ionized fractionx. The solution, assumingx(t) = x0/(1+ x0nk1t) and 1− x−2 f ≈ 1 as do Tegmark et al.
(1997), is

f (t) = f0
km

k1
exp

[

τr + t
τd

] {

Ei

(

τr

τd

)

− Ei

(

τr + t
τd

)}

(32)

whereτr = 1/x0/nH/k1, τd = 1/nH/kd, k1 is the hydrogen recombination coefficient and Ei is the exponential integral.

3.3. Heating

While gas must cool in order to collapse and form a galaxy, there are several physical processes which instead
heat the gas. In this subsection we review the nature and effects of those mechanisms.

3.3.1. Photoheating
Immediately after the epoch of cosmological recombination, the cosmological background light consists of just

the blackbody radiation of the CMB. Once stars (and perhaps AGN) begin to form they emit photons over a range of
energies, including some at energies greater than the ionization edges of important coolants such as hydrogen, helium
and heavier elements. Such photons can, in principle, photoionize atoms and ions in dark matter halos. This changes
the ionization balance in the halo and heats the gas (via the excess energy of the photon above the ionization edge),
thereby altering the rate at which this gas can cool to form a galaxy.

The ionizing background at some wavelength,λ, and redshift,z, is given by

Fλ =
∫ ∞

z
E

(

λ

1+ z′
, z′

) exp[−τ(z, z′, λ)]
(1+ z′)4

dt
dz′

dz, (33)
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Figure 3: Cooling functions for gas at the mean density of cosmological halos at three different redshifts (as indicated in the figure). The dotted line
shows the cooling function in the absence of any photoionizing background. Other lines show the net cooling/heating function in the presence of the
photoionizing background self-consistently computed by Benson et al. (2002a). All calculations assume a metallicityof 0.3Z⊙. The discontinuity
at low temperatures shows the transition from net heating tonet cooling.

whereE(λ, z) is the proper volume-averaged emissivity at redshiftz and wavelengthλ andτ(z1, z2, λ) is the optical
depth betweenz1 andz2 for a photon with wavelengthλ at z1. Calculation of the background requires a knowledge
of the emissivity history of the Universe and the optical depth (itself a function of the ionization state and density
distribution in the IGM) as a function of redshift.

Detailed theoretical models of the ionizing background, using observational constraints on the emissivity history,
together with models of the distribution of neutral gas and calculations of radiative transfer, have been developed
by Haardt and Madau (1996; see also Madau and Haardt 2009) andallow the background to be computed for any
redshift.

Once the background is known, its effects on gas in dark matter halos can be determined. Such calculations require
the use of photoionization codes, such as Cloudy (Ferland et al. 1998), to solve the complex set of coupled equations
that describe the photoionization equilibrium and to determine the resulting net cooling or heating rates.

Figure 3 shows examples of net heating/cooling functions in the presence of a photoionizing background. These
functions were calculated using the MappingsIII code of Allen et al. (2008) with a photoionizing background com-
puted self-consistently from the galaxy formation model ofBenson et al. (2002a) and an assumed metallicity of
Z = 0.3Z⊙. Unlike collisional ionization equilibrium cooling functions, which are density independent8, photoioniza-
tion equilibrium cooling curves depend on the density of thegas. The curves shown are therefore computed for gas at
densities typical of gas in dark matter halos at each redshift indicated. It can be seen that heating becomes important
for temperaturesT <∼3× 104K.

3.3.2. Heating from Feedback
The overcooling problem has been a longstanding issue for galaxy formation theory. Simply put, in massive dark

matter halos simple estimates suggest that gas can cool at a sufficiently large rate that, by the present day, galaxies
much more massive than any observed will have formed (White and Rees 1978; White and Frenk 1991; Katz 1992;
Benson et al. 2003). An obvious way to counteract this problem is to heat the cooling gas, thereby offsetting the

8Since the simplen2 scaling is factored out of the cooling function by definition.
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effects of cooling. Some sort of feedback loop is attractive here in order to couple the heating rate to the cooling rate
and thereby balance the two.

In the massive halos where overcooling is a problem energy input from supernovae (see Section refsec:SNeFeedback)
is insufficient to offset cooling9. Consequently, much interest has been recently given to theidea that heating caused
by AGN may be responsible for solving the overcooling problem. The amount of energy available from AGN is up to
a factor 20–50 higher than from supernovae (Benson et al. 2003). Semi-analytic models have demonstrated that such
a scenario can work (see §6.3.2) — producing a significant reduction in the mass of gas able to cool in massive halos
while simultaneously producing black holes with properties consistent with those observed — under the assumption
that energy output from AGN can efficiently couple to the cooling atmosphere in the surroundingdark matter halo
(Croton et al. 2006; Bower et al. 2006; Somerville et al. 2008b).

The mechanism by which energy output from the AGN is coupled to the surrounding atmosphere remains unclear.
Several solutions have been proposed, from effervescent heating (in which AGN jets inflate bubbles which heat the in-
tracluster medium (ICM) viaPdV work; Roychowdhury et al. 2004; Vecchia et al. 2004; Ruszkowski et al. 2008, but
see Vernaleo and Reynolds 2006) to heating by outflows drivenby super-Eddington accretion (King 2009) and viscous
dissipation of sound waves (Ruszkowski et al. 2004) with turbulence playing an important role (Brüggen and Scannapieco
2009).

3.3.3. Preheating
Heating that occurs prior to the collapse into a dark matter halo can also significantly affect the later evolution

of baryons. Prior to virial collapse and any associated shock heating the gas evolves approximately adiabatically,
maintaining a constant entropy. In cosmological studies the entropy is usually written as

K = kBT/µmHρ
γ−1
B , (34)

whereγ is a adiabatic index of the gas. An early period of heating (perhaps from the first generation of galaxies)
can increase the entropy of the gas by raising its temperature. Since entropy is conserved this preheating will be
“remembered” by the gas. We can consider what happens to suchgas when it accretes into a halo, assuming for now
that a shock forms close to the virial radius. A shock randomizes the ordered infall motion of the gas and therefore
increases its entropy. At early times, when the shock is relatively weak, this entropy gain will be small compared to the
preheated entropy of the gas. At late times, the shock entropy will dominate. The result is that the entropy distribution
of preheated gas in a halo looks similar to that of non-preheated gas, except that there is a floor of minimum entropy.

The equation of hydrostatic equilibrium can be re-written in terms of entropy using the fact thatρ = (P/K)1/γ

giving
dP
dr
= −GM(< r)

r2

( P
K

)1/γ

, (35)

and shows that the gas will arrange itself in the halo with thelowest entropy material in the center. The presence
of an entropy floor leads to a density core in the halo center. This increases cooling times in the halo core and may
therefore help prevent the formation of supermassive galaxies via the overcooling problem (see §3.3.2; Borgani et al.
2001; Voit et al. 2003; Younger and Bryan 2007). Additionally, X-ray observations of galaxy clusters seem to suggest
the presence of entropy floors.

While preheating is an attractive way of explaining entropyfloors in clusters and reducing the overcooling problem
it is not clear whether it can consistently explain the abundance of galaxies in lower mass halos. If preheating oc-
curred uniformly, it would drastically reduce the number oflower mass galaxies forming (Benson and Madau 2003).
Preheating would need to occur preferentially in the sites of proto-clusters to avoid this problem—not inconceivable
but not demonstrated either.

9The total binding energy of gas in a dark matter halo scales asM5/3 while the energy available from supernovae, assuming 100% efficient
conversion of gas into stars, scales asM. Consequently, in sufficiently massive halos, there will always be insufficient energy from supernovae to
heat the entire halo.
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3.3.4. Thermal Conduction
Shock heated gas in dark matter halos is an ionized plasma andis therefore expected to have a thermal conductivity

given by (Spitzer 1962):

κS = 32

(

2
π

)1/2 ne

ν0m5/2
T 5/2, (36)

wherene is the electron density and

ν0 =
2πneZe4 lnΛ

m2
, (37)

whereZ is the atomic number of the ions. If cooling in the inner regions of the hot gas halo leads to a temperature
gradient in the atmosphere then conduction will cause energy to be deposited at radiusr at a rate per unit volumeΣ
given by:

Σ = 4π
d
dr

(

κSr2 dT
dr

)

, (38)

whereT is the temperature in the atmosphere. Thus, thermal conduction can, in principle, act as a heat source for
the inner regions of the hot atmosphere—as they cool, heat isconducted inwards from the outer, hotter regions of
the atmosphere. The actual conductivity may be substantially reduced below the Spitzer value if the hot atmosphere
is threaded by tangled magnetic fields (such that electrons cannot directly transport heat but must effectively diffuse
along field lines).

While thermal conduction is an attractive mechanism by which to solve the overcooling problem (since the con-
ductivity is higher in more massive clusters due to the strong temperature dependence ofκS) it has been demonstrated
that it cannot sufficiently offset cooling rates even with conductivities close to the Spizter value (Benson et al. 2003;
Dolag et al. 2004; Pope et al. 2005), nor can it maintain a stable hot gas atmosphere over cosmological timescales
(Conroy and Ostriker, 2008; Parrish et al., 2009).

3.4. Fate of Cooling Gas

In the simplest picture, gas which cools sufficiently below the virial temperature loses pressure support and flows
smoothly towards the minimum of the gravitational potential well, settling there to form a galaxy. Such a picture is
likely oversimplified, however.

Maller and Bullock (2004) consider the consequences of the thermal instability in cooling atmospheres. They
find that cooling gas fragments into two phases: cold (T ≈ 104), dense clouds in pressure equilibrium with a hot
(approximately virial temperature), diffuse component which can persist for cosmological periods oftime due to a
long cooling time. The masses of the clouds are determined from the thermal conduction limit, known as the Field
length10 (Field 1965), and processes such as Kelvin-Helmholtz instabilities and conductive evaporation which act
to destroy clouds. This significantly alters the manner in which fueling of galaxies occurs. The rate of gas supply
to a forming galaxy now depends on the rate at which the dense gas clouds can infall, due to processes such a
hydrodynamical drag and cloud-cloud collisions. The timescales for these two processes are given by

τram =
2mcl

πCdr2
clρ̄hvcl

≈ 2.6Gyr (39)

and

τcc =
4mclR3

c

3Mclvclr2
cl

≈ 2.4Gyr (40)

respectively, wheremcl, rcl andvcl are the characteristic mass, radius and velocity of cold clouds respectively,Mcl is
the total mass in clouds,Cd is a drag coefficient,ρ̄h is the mean density of hot gas in the halo andRc is the radius within
which gas is sufficiently dense that it has been able to radiate away all of its thermal energy (i.e. the “cooling radius”;
Maller and Bullock 2004). The numerical values given in eachequation are computed for typical cloud properties
taken from Maller and Bullock (2004).

10Above this length scale thermal conduction can damp temperature perturbations in the intracluster medium and prevent cloud formation.
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These timescales can significantly exceed the cooling time for gas in galactic scale dark matter halos. Conse-
quently, Maller and Bullock (2004) find that considering theformation and infall of such clouds can significantly
reduce the rate of gas supply to a forming galaxy (by factors of two or so), particularly in more massive halos. This
picture has recently been confirmed in numerical experiments by Kaufmann et al. (2009).

4. Galaxy Interactions

The original concept of galaxies as “island universes” is, of course, the truth, but not the whole truth. While many
galaxies do seem to be evolving in isolation there are clear indications that some galaxies are interacting strongly with
other galaxies or their larger scale environment. We describe these interactions in the remainder of this section.

4.1. Galaxy Orbits

A consequence of the hierarchical nature of structure formation in a cold dark matter universe is that dark matter
halos are built through the merging together of earlier generations of less massive halos. While for a long time
numerical simulations indicated that all trace of earlier generations of halos was erased during the merging process
(Katz and White 1993; Summers et al. 1995) it was understood on analytical grounds that this was likely a numerical
artifact rather than a physical result (Moore et al. 1996a).Beginning in the late 1990’s, N-body simulations clearly
demonstrated that this was indeed the case (Tormen et al. 1998; Moore et al. 1999; Klypin et al. 1999). Unlike earlier
generations of simulations, they found that halos can persist assubhalos within larger halos into which they merge.
The current highest resolution simulations of individual halos (Kuhlen et al. 2008; Springel et al. 2008) show almost
300,000 subhalos11 and even show multiple levels of subclustering (i.e. subhalos within subhalos within subhalos. . . ).
Each subhalo may, in principle, have acted as a site of galaxyformation and so may contain a galaxy which becomes
a satellite in the host potential.

These subhalos are gravitationally bound to their host haloand, as such, will orbit within it. A subhalo’s orbit can
take it into regions where interactions affect the properties of any galaxy that it may contain. We begin, therefore, by
considering the orbits of subhalos.

At the point of merging, which we will define as the time at which the center of mass of a subhalo-to-be first
crosses the virial radius of its future host halo, we expect the orbital parameters (velocities, energy etc.) to be of order
unity when expressed in units of the characteristic scales of the host halo. For example, Benson (2005) shows that
the radial and tangential velocities of merging subhalos are distributed close to unity when expressed in units of the
virial velocity of the host halo (Fig. 4). This distributionof velocities reflects the influence of the host halo (infall in
its potential well) but also of the surrounding large scale structure which may have torqued the infalling subhalo.

Such orbits will typically carry subhalos into the inner regions of halos. Figure 5 shows the distribution of orbital
pericenters assuming an NFW halo with concentration 10 and the orbital parameter distribution of Benson (2005).
Most orbits initially reach to 40% of the virial radius, but asignificant tail have orbits which carry them into the inner
10% of the halo.

4.2. Gravitational Interactions

4.2.1. Mergers
Orbiting subhalos are gravitationally bound to their host halos and, as such, rarely encounter other subhalos at

velocities resulting in a bound interaction (Angulo et al. 2008; Somerville et al. 2008b; Wetzel et al. 2008).
To cause gravitationally bound interactions between subhalos and their galaxies typically requires a dissipative

process to reduce their orbital energies. Dynamical friction fulfills this role and tends to drag subhalos down towards
the center of their host halo, where they may merge with any other galaxy which finds itself there. The classic deriva-
tion of dynamical friction acceleration from Chandrasekhar (1943) has been used extensively to estimate dynamical

11This is a lower limit due to the limited resolution of the simulations. The earliest generations of cold dark matter halosmay have masses as
low as 10−12M⊙ (depending on the particle nature of the dark matter) while state of the art simulations resolve only halos with masses greater than
around 105M⊙. The ability of even lower mass halos to survive is a subject of much debate (Berezinsky et al. 2006; Zhao et al. 2007; Goerdt et al.
2007; Angus and Zhao 2007; Elahi et al. 2009).
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Figure 4: Left-hand panel: The joint distribution of radial and tangential velocitiesof infalling subhalos as they cross the virial radius of their
host halo. Velocities are expressed in units of the virial velocity of the host halo. Solid contours indicate measurements from a compilation of
N-body simulations while dashed lines indicate the fitting formula of Benson (2005). Contours are drawn at values of d2 f /dVθdVr (the normalized
distribution function) of 0.01, 0.1, 0.5, 1.0 and 1.4.Right-hand panel: The corresponding distribution of orbital eccentricities. The distribution
peaks close toe = 1 (parabolic orbits) and it is apparent that some subhalos are on unbound (e > 1) orbits. Points indicate the distribution measured
from a compilation of N-body simulations, while the solid line indicates the distribution found from the same fitting formula as used in the left-hand
panel. Reproduced, with permission, from Benson (2005).

Figure 5: The distribution of orbital pericenters (in unitsof the virial radius) in an NFW halo having concentration parameter of 10, assuming the
orbital parameter distribution of Benson (2005).
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friction timescales within dark matter halos. For example,Lacey and Cole (1993) applied this formula to estimate
merging timescales for subhalos in isothermal dark matter halos, finding:

Tdf =
f (ǫ)τdyn

2B(1) lnΛ

(

rc

Rv

)2 (

Mv

mv

)

(41)

whereτdyn = Rv/Vv is the dynamical time of the halo,mv the virial mass of the orbiting satellite,

B(x) = erf(x) − 2x
√
π

exp(−x2), (42)

lnΛ ≈ ln(rvV2
v/Gmv) ≡ ln(Mv/mv) is the Coulomb logarithm (treating the satellite as a pointmass),f (ǫ) encapsulates

the dependence on the orbital parameters through the quantity ǫ = J/Jc(E) whereJ is the angular momentum of the
satellite andJc(E) is the angular momentum of a circular orbit with the same energy, E, as the actual orbit andrc is
the radius of that circular orbit. Lacey and Cole (1993) found that f (ǫ) = ǫ0.78 was a good fit to numerical integrations
of orbits experiencing dynamical friction.

Besides the fact the dark matter halos are not isothermal, there are a number of other reasons why this simple
approach is inaccurate:

1. Chandrasekhar’s derivation assumes an infinite, uniformmedium, not a dark matter halo with a radially varying
density profile;

2. There is the usual uncertainty in how to define the Coulomb logarithm (e.g. what is the maximum impact
parameter for interactions between the satellite and dark matter particles);

3. Subhalos will experience mass loss as they orbit, changing the timescale;
4. The host halo itself is constantly evolving;
5. The host halo is non-spherical and has a non-isotropic velocity dispersion.

While some of these limitations can be overcome (e.g. mass loss can be modeled; (Benson et al., 2002a; Taylor and Babul,
2004); the Coulomb logarithm can be treated as a parameter tobe fit to numerical results; results exists for dynami-
cal friction in anisotropic velocity distributions; (Binney, 1977b; Benson et al., 2004)) others are more problematic.
Recently, attempts have been made to find empirical formulaewhich describe the merging timescale. These usually
begin with an expression similar to the one in eqn. (41) but add empirical dependencies on subhalo mass and orbital
parameters which are constrained to match results from N-body simulations. Results from such studies (Jiang et al.
2008; Boylan-Kolchin et al. 2008) show that the simple formula in eqn. (41) tends to underestimate the timescale
for low mass satellites (probably because it ignores mass loss from such systems) and overestimates the timescale
for massive satellites (probably due to a failure of severalof the assumptions made in this limit). Alternative fitting
formulae have been derived from these studies. For example,Boylan-Kolchin et al. (2008) find

Tdf = τdynA
(MV/mV)b

ln(1+ MV/mV)
exp [cǫ]

[

rc(E)
rV

]d

, (43)

with A = 0.216,b = 1.3, c = 1.9 andd = 1.0 while Jiang et al. (2008) finds

Tdf = τdyn
0.94ǫ0.60+ 0.60

2C
MV

mV

1
ln(1+ MV/mV)

, (44)

with C = 0.43. A comparison of the Boylan-Kolchin et al. (2008) fit, eqn.(41) and measurements from numerical
simulations is shown in Fig. 6.

The consequences of merging for the galaxies involved are discussed in §5.2.1.

4.2.2. Tidal Destruction
An orbiting subhalo and its galaxy will experience tidal forces which may strip away the outer regions or, in

extreme cases, entirely disrupt the galaxy resulting in a stellar stream (as seems to be happening with the Sagittarius
dwarf galaxy in orbit around the Milky Way; Belokurov et al. 2006).
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Figure 6: A comparison of dynamical friction timescales measured from N-body simulations,τmerge(sim), with the fitting formula of
Boylan-Kolchin et al. (2008),τmerge(fit), is shown by the colored points, with colors coding for orbital circularity: ǫ = 0.33 (red), 0.46 (green), 0.65
(black), 0.78 (magenta) and 1.0 (yellow). Lines compareτmerge(fit) with the expectation from eqn. (41), labeledτmerge(SAM). The different color
curves correspond to different choices of Coulomb logarithms in eqn. (41): ln(1+ MV/mV ) (black curves) and12 ln(1 + M2

V/m
2
V ) (blue curves).

Reproduced, with permission, from Boylan-Kolchin et al. (2008).

In a rotating frame in which an orbiting satellite instantaneously has zero tangential velocity, the effective tidal
field felt by the satellite is

D = − d
dr

(

GMh(r)
r2

)

+ ω2r, (45)

whereMh(r) is the mass enclosed within radiusr in the host halo andω is the instantaneous angular velocity of
the satellite. An estimate of the radius,rt, in the satellite subhalo/galaxy system beyond which tidal forces become
important can be made by equating the tidal force to the self-gravity of the subhalo

Drt =
GMs(rt)

r2
t

. (46)

Beyond thistidal radius material becomes unbound from the satellite, forming a stream of dark matter and, potentially,
stars which continue to orbit in the host potential.

This simple estimate ignores the fact that particles currently residing in the inner regions of a subhalo may have
orbits which carry them out to larger radii where they may be more easily stripped. As such, the degree of tidal mass
loss should depend not only on the density profile of the satellite but also on the velocity distribution of the constituent
particles. Attempts to account for this find that particles in an orbiting satellite that are on prograde orbits are more
easily stripped than those on radial orbits which are in turnmore easily stripped than those on retrograde orbits
(Read et al. 2006). Additionally, some material will be stripped from within the classical tidal radius, as particles
which contribute to the density inside that radius may be on orbits which carry them beyond it. This can lead to more
extensive and continuous mass loss as the reduction in the inner potential of the satellite due to this mass loss makes
it more susceptible to further tidal stripping. (Kampakoglou and Benson 2007).

4.2.3. Harassment
A less extreme form of tidal interaction arises when tidal forces are not strong enough to actually strip mate-

rial from a galaxy. The tidal forces can, nevertheless, transfer energy from the orbit to internal motions of stars in
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the galaxy, effectively heating the galaxy. The generic results of such heating are to cause the galaxy to expand
and to destroy cold, ordered structures such as disks (Mooreet al. 1996b, 1998; Mayer et al. 2001a,b; Gnedin 2003;
Mastropietro et al. 2005a,b). The harassment process worksvia tidal shocking in which the stars in a galaxy expe-
rience a rapidly changing tidal field along its orbit and gainenergy in the form of random motions, leading to the
system expanding and becoming dynamically hotter. During such tidal shocks, the energy per unit mass of the galaxy
changes by (Gnedin 2003)

〈∆E〉 = 1
6

Itid〈r2〉, (47)

where〈r2〉 is the mean squared radius of the galaxy and

Itid =
∑

n

∑

α,β

(
∫

Fαβdt

)2

n















1+
τ2n

t2dyn















−3/2

, (48)

where the sums extend over alln peaks in the density field (i.e. the host halo and any other subhalos that it may
contain) and over all components of the tidal tensor

Fαβ = −
d2Φ

drαdrβ
, (49)

whereΦ is the gravitational potential. Here,τn is the effective duration of the encounter with peakn andtdyn is the
dynamical time at the half-mass radius of the galaxy. The (1+ τ2n/t

2
dyn)

−3/2 term describes the transition from the
impulsive to adiabatic shock regimes (Gnedin and Ostriker 1999; see also Murali and Weinberg 1997a,b,c).

4.3. Hydrodynamical Interactions

While the collisionless dark matter is affected only by gravity the baryonic content of galaxies (and their surround-
ing atmospheres of gas) can be strongly affected by hydrodyamical forces.

4.3.1. Ram pressure
The orbital motion of a subhalo through the hot atmosphere ofa host halo leads to a large ram pressure. The

characteristic magnitude of that pressure
Pram = ρhostV

2
orbit (50)

can greatly exceed the binding energy per unit volume of bothhot gas in subhalos and interstellar medium (ISM)
gas in their galaxies. As such, ram pressure forces may be expected to quite efficiently remove the hot atmospheres
of satellite galaxies, a process with several grim aliases includingstrangulation andstarvation, and the ISM of the
galaxy.

The first quantification of this process was made by Gunn and Gott (1972) who showed that the ram pressure force
could remove material from a galactic disk if it exceeded thegravitational restoring force per unit area which itself
cannot exceed

F = 2πGΣ⋆Σgas. (51)

For a disk of massMd with gas massMg having an exponential surface density profile for both gas and stars with
scale lengthrd, the gravitational restoring force per unit area is given by(Abadi et al. 1999):

F =
GMdMg

4πr4
d

xe−x
[

I0

( x
2

)

K1

( x
2

)

− I1

( x
2

)

K0

( x
2

)]

, (52)

wherex = r/rd andI0, I1, K0 andK1 are Bessel functions.
The mass loss caused by this ram pressure can, in many cases, be further enhanced by related effects, such as

turbulent viscous stripping (Nulsen 1982). This initial estimate has been revised and calibrated more accurately using
numerical simulations (Abadi et al. 1999; McCarthy et al. 2008). The process of ram pressure stripping has been
incorporated into some semi-analytic models of galaxy formation (Lanzoni et al. 2005; Font et al. 2008) where it
plays an important role in mediating the transition of cluster galaxies from the blue cloud of star-forming galaxies to
the red sequence of passively evolving galaxies (Font et al.2008).
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5. Galactic Structure

The preceding sections describe the path by which gas achieves sufficiently high density to allow a galaxy to form.
The next significant question is what structure that galaxy will have. In the following section we will review the
process of disk and spheroid formation and make quantitative estimates of the sizes of these structures.

5.1. Disk Formation

Disks are a common astrophysical phenomenon and galactic disks owe their origins to the same fundamental pro-
cess as other astrophysical disks: conservation of angularmomentum in a system collapsing under gravity eventually
leading to arrest of the collapse by rotational support. Understanding the physical properties of galactic disks therefore
requires knowledge of their angular momentum content and the gravitational potential in which they form.

The angular momentum of the gas which will eventually form a galactic disk arises in the same way as that of
dark matter halos, namely from tidal torques from surrounding large scale structure Hoyle (1949)12. The magnitude
of the angular momentum content of the baryonic component ofa halo is close to being a scaled version of that of
the dark matter—for example, van den Bosch et al. (2002) find that the distributions of spin parameters and angular
momentum distributions within individual halos for dark matter and non-radiative gas are very similar. They find
that there is, however, a significant (typically 30◦) misalignment between the dark matter and gas angular momenta
vectors13. Numerical hydrodynamical studies show that the angular momenta vectors of galactic disksare well aligned
with the angular momenta of the inner regions of dark matter halos (Bett et al., 2009; Hahn et al., 2010).

The distribution of the angular momentum is less well studied but recent investigations (Sharma and Steinmetz
2005) using non-radiative hydrodynamical simulations have shown that the differential distribution of specific angular
momenta,j, is given by

1
M

dM
d j
=

1
jαdΓ(α)

jα−1e− j/ jd, (53)

whereΓ is the gamma function,M is the total mass of gas,jd = jtot/α and jtot is the mean specific angular momentum
of the gas. Sharma and Steinmetz (2005) find that the simulated halos have a median value ofα = 0.89. The fraction
of mass with specific angular momentum less thanj is then given by

f (< j) = γ

(

α,
j
jd

)

, (54)

whereγ is the incomplete gamma function.
We have assumed so far that the angular momentum of the pre-galactic gas is conserved during collapse. This

may not be precisely true and indeed did not seem to be in earlier generations of hydrodynamical simulations which
typically found that disk galaxies lost significant fractions of their angular momentum and, as a result, were too
small (Navarro and Benz 1991; Navarro and White 1994; Navarro et al. 1995). However, more recent simulations
(Thacker and Couchman 2001; Steinmetz and Navarro 2002) do show approximate conservation of angular momen-
tum (most likely due to the inclusion of effective feedback in these later generations of simulations)and, furthermore,
conservation of angular momentum leads to disks with sizes comparable to those observed—certainly the gas cannot
lose a significant fraction of its angular momentum if it is toform a disk of comparable size to observed galactic
disks. Confirmation of these ideas has recently been made by Zavala et al. (2008) who convincingly show in N-
body+hydrodynamical simulations that the particular feedback prescription used can lead to the formation of a disk
dominated or spheroid dominated galaxy in the same dark matter halo, with stronger feedback leading to a disk
galaxy. The angular momentum of the mass in the disk galaxy tracks that of the dark matter halo as a whole, grow-
ing as expected during the linear regime and remaining nearly constant after halo collapse. With weaker feedback
a spheroid forms instead. Its angular momentum also grows during the linear regime but then declines rapidly (as
does that of the inner regions of the dark matter halo) due to angular momentum transfer from dense, progenitor blobs

12An alternative view of this process, although fundamentally based upon the same physics, involves considering the angular momentum supplied
to a halo by accreting satellites and has been developed by Vitvitska et al. (2002), Maller et al. (2002) and Benson and Bower (2010).

13These authors note that a significant fraction (5–50%) of thegas in a halo can have a negative angular momentum relative tothe total angular
momentum of the halo, and suggest that this could lead to the formation of low angular momentum spheroids.
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to the surrounding, diffuse dark matter. Feedback processes are clearly of crucial importance here—for example,
Wise and Abel (2008b) show that feedback during the formation of protogalaxies at early times can effectively boost
the angular momentum content of such systems by factors of three to five. This is achieved via forces associated with
HII region and SNe blast waves which produce torques much stronger than the usual cosmological torques.

5.1.1. Sizes
The physics which determines the sizes of galaxy disks was originally described by Fall and Efstathiou (1980)

and later expanded upon by many authors (see, in particular,Mo et al. 1998; Mao et al. 1998).
Once the angular momentum distribution of that part of the baryonic component of the halo which cools to form the

galaxy is known, finding the structure of the resulting rotationally supported disk is reduced to solving the following
equation

j2(M)
R3(M)

=
∂

∂R
Φ(R), (55)

where j(M) is the specific angular momentum enclosing massM and this equation is solved forR(M). The potential
is a sum of the self-gravity of the disk and that of any external potential (dark matter halo and bulge for example)
which may have responded adiabatically to the formation of the disk. For a thin disk, the potential is generically given
by (Binney and Tremaine 2008)

Φ(R, 0)= −4G
∫ R

0

da
√

R2 − a2

∫ ∞

a
dR′

R′Σ(R′)
√

R′2 − a2
, (56)

which, for an exponential surface density profile14

Σ(R) = Σ0 exp

(

− R
Rd

)

, (57)

simplifies to
Φ(R, 0) = πGΣ0R[I0(y)K1(y) − I1(y)K0(y)], (58)

wherey = R/2Rd andI0, I1, K0 andK1 are Bessel functions. Knowing the functional form ofj(M) it is possible to
solve forR(M) and therefore the density profile of the disk. Often, for simplicity, a particular form for the density
(e.g. exponential) is assumed which leaves a single free parameter (the scale length) to be solved for.

A significant complication to this picture arises from the fact that the external potential in which the disk forms
is likely to change in response to the formation of the disk. If the disk forms slowly, such that the timescale for
changes in the potential greatly exceeds the dynamical timeof the dark matter halo, then we can use adiabatically
invariant quantities (Binney and Tremaine 2008) to estimate the response of the halo to the forming disk. The original
formulation of this argument for galaxies was given by Blumenthal et al. (1986) and has been used extensively ever
since. In this simplified picture, the dark matter particlesare considered to be on circular orbits in a spherical potential.
In this case, the only adiabatic invariant whose corresponding angle variable has a non-infinite period is the magnitude
of the angular momentum,Lφ. Prior to the formation of any galaxy, this angular momentumis given by

L2
φ = (1− fb)−1GMDM(r0)r0, (59)

whereMDM(r) is the mass of dark matter within radiusr, r0 is the initial radius of the circular orbit and we have
assumed that baryons are present in the halo at the universalfraction, fb(≡ Ωb/[Ωb + ΩCDM]) and distributed as the
dark matter. IfLφ is conserved during the formation of a galaxy, then, at any point after galaxy formation has begun
we have

L2
φ = (1− f ′b)−1G[M′DM(rf ) + Mgal(rf )]rf , (60)

14These equations assume a razor thin disk. For a thickened disk a density distributionρ(R, z) = ρ0 exp(−R/Rd)sech2(2/2z0), with z0 being the
scale height of the disk, is often assumed as it is the self-consistent distribution for an isothermal population of stars (Spitzer 1942). The resulting
gravitational potential can be found (e.g. Kuijken and Gilmore 1989) although the calculation is significantly more involved.
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whereM′(r) is the mass of dark matter enclosed within radiusr after responding to the forming galaxy,Mgal(r) is
the mass of the galaxy within that same radius15, f ′b is the baryon fraction remaining uncondensed into the galactic
phase andrf is the radius of the new circular orbit for this dark matter particle. If we assume no shell crossing, then
M′DM(rf ) = MDM(r0). Given a knowledge of the mass and density distribution of the galaxy this allows us to solve for
rf as a function of the initial radiusr0.

This approach makes several simplifying assumptions, including adiabatic growth, a spherical halo and circular
orbits for dark matter particles. Many of these assumptionshave yet to be adequately tested. However, recent work
has attempted to address the last of these. With a more realistic distribution function for the dark matter, the particles
will occupy a range of orbital eccentricities. In a spherical potential, the angular momentum is joined by a second
adiabatic invariant, the radial action:

Lr =
1
π

∫ rmax

rmin

vr(r)dr, (61)

where the integral is taken along the orbit of a particle fromits pericenter to apocenter. The effects of taking into ac-
count this second invariant and a physically reasonable orbital distribution have been explored by Gnedin et al. (2004).
Gnedin et al. (2004) find that the simple model described above systematically overpredicts the degree of contraction
of the halo. However, they find that a simple modification in which the combinationM(r)r in the above is replaced
with M(r)r, wherer is the orbit-averaged radius, approximately accounts for the orbital eccentricities and gives good
agreement with numerical simulations. Gnedin et al. (2004)further find that the orbit-averaged radius in cosmological
halos can be well fit by the relationr/rvir = A(r/rvir)w with A = 0.85± 0.05 andw = 0.8± 0.02. More recent sim-
ulations (Gustafsson et al. 2006) support this picture, butshow that the optimal values ofA andw vary from galaxy
to galaxy and seem to depend on the formation history (i.e. onthe adopted rules for star formation and feedback; see
also Abadi et al. 2009). This suggests that the process of halo response to galaxy growth is more complicated than is
captured by these simple models, perhaps because the assumed invariants are not precisely invariant in non-spherical
potentials or perhaps because galaxy growth is not sufficiently slow to be truly adiabatic.

Galaxy disks are, of course, not razor thin. The origins of the vertical extent of galaxy disks remain a topic of
active research but various possibilities are currently considered seriously:

1. External origins (accretion):
(a) The hierarchical nature of galaxy formation implies that a galactic disk can expect to accrete pre-existing,

smaller stellar systems frequently during its life. The stars from these smaller galaxies are often found
in numerical simulations to form a thickened disk structure, in the same plane as the pre-existing disk of
the galaxy (Abadi et al. 2003; Villalobos and Helmi 2008). This is to be expected as dynamical friction
will tend to drag orbiting satellites into the plane of the disk where tidal forces will proceed to shred the
satellite, leaving its stars orbiting in the plane of the disk.

(b) Early, chaotic gas accretion: In a slightly different scenario, Brook et al. (2004) find, in numerical simula-
tions of a forming galaxy, that many of the thick disk stars form from accreted gaseous systems during an
early, chaotic period of merging.

2. Internal origins (dynamical heating):
(a) Dark matter substructure: Building upon earlier works (Toth and Ostriker 1992; Quinn et al. 1993; Sellwood et al.

1998; Velazquez and White 1999), in recent years there have been numerous studies focused on the ques-
tion of whether relatively thin galactic disks can survive in the rather violent environment of a hierarchi-
cally formed dark matter halo (Font et al. 2001; Benson et al.2004; Kazantzidis et al. 2008; Read et al.
2008; Kazantzidis et al. 2009; Purcell et al. 2009). A careful treatment of dark matter substructure orbital
evolution and the build-up of the substructure population over time is required to address this problem.
The consensus conclusion from these studies is that galactic disks can survive in the currently accepted
cold dark matter cosmogony, but that interactions with orbiting dark matter substructure must be a signif-
icant contribution to the thickening of galaxy disks. The heating is dominated by the most massive dark
matter substructures and so is a rather stochastic process,depending on the details of the merger history
of each galaxy’s dark matter halo and the orbital propertiesof those massive substructures.

15Note that we are approximating the galaxy as a spherical massdistribution here.
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(b) Molecular clouds: Massive molecular clouds can gravitationally scatter stars that happen to pass by them,
effectively transforming some of their orbital energy in the plane of the galaxy disk into motion perpendic-
ular to that plane, thereby effectively thickening the disk (Spitzer and Schwarzschild 1953; Lacey 1984).

(c) Spiral arms: Spiral density waves can also act as scatterers of stars, but predominantly increase the stellar
velocity dispersion in the plane of the galaxy, resulting inlittle thickening (Jenkins and Binney 1990;
Minchev and Quillen 2006).

Most likely, a combination of these processes is at work. A recent review of these mechanisms is given by Wen and Zhao
(2004).

5.1.2. Stability
Spiral arms and other non-axisymmetric features such as bars in galactic disks are a visually impressive reminder

that these systems possess interesting dynamics. The basictheory of spiral arms, that they are density waves, was
first proposed by Lin and Shu (1964; see also Marochnik and Suchkov 1996; Binney and Tremaine 2008) and has
come to be widely accepted. From our current standpoint, thequestion in which we are interested in is whether these
perturbations to an otherwise smooth disk are stable or unstable and, if unstable, how they affect the evolution of the
galaxy as a whole.

Toomre (1964; see also Goldreich and Lynden-Bell 1965) derived an expression for the local stability of thin
disks to axisymmetric modes in the tight-winding approximation which turns out to be extremely useful (and often
approximately correct even in regimes where its assumptions fail). Disks will be unstable to axisymmetric modes if
Q < 1 where

Q =
κσgas

πGΣgas
, (62)

where

κ =

(

R
dΩ2

dR
+ 4Ω2

)1/2

(63)

is the epicyclic frequency andΩ is the angular frequency of the disk, for a gaseous disk of surface densityΣgas and
velocity dispersionσgas, and

Q =
κσ⋆

3.36GΣ⋆
(64)

for a stellar disk of surface densityΣ⋆ and velocity dispersionσ⋆. For a disk consisting of two components,
gas and stars, a joint stability analysis was carried out by Jog and Solomon (1984). Efstathiou (2000; see also
Bertin and Romeo 1988) solves the resulting cubic equation for the most unstable mode and finds a criterion

Q =
κσgas

πGΣgasg(α, β)
, (65)

whereα andβ are the ratio of stellar to gas velocity dispersions and surface densities respectively and the function
g(α, β) is as given by Efstathiou (2000) and is shown in Fig. 7. Wang and Silk (1994) also show that the stability of a
two-component disk can be approximated by

Q = (Q−1
⋆ + Q−1

gas)
−1, (66)

while a more general criterion taking into account the thickness of the disk was found by Romeo (1992) and Romeo
(1994).

Toomre’s criterion applies to local perturbations. Perturbations on the scale of the disk can occur also. Study of
these global instabilities is less amenable to analytic treatment (since one can no longer ignore contributions from
distant parts of the disk). Significant work on this subject began in the 1970’s. The classic result from that time is
due to Ostriker and Peebles (1973) who found that rapidly rotating, self-gravitating stellar systems would become
violently unstable to non-axisymmetricm = 2 modes ifT/|W | >∼0.14 (for a stellar system) or 0.27 (for a fluid system)
whereT andW are the kinetic and potential energies of the system. Such systems can be unstable to global pertur-
bations even if they satisfy Toomre’s stability criterion.These values were approximately confirmed by numerous
numerical studies, but also challenged by others (see Christodoulou et al. (1995b) for a discussion of this). Later work
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Figure 7: The functiong(α, β) appearing in eqn. (65).g(α, β) is shown as a function ofβ (the ratio of stellar to gas velocity dispersions) for various
values ofα (the ratio of stellar to gas surface density). Reproduced, with permission, from Efstathiou (2000).

(Christodoulou et al. 1995a) has demonstrated thatT/|W | is not a sufficiently general parameter to determine stabil-
ity in all systems. More recent studies have proposed improved stability criteria. For example Christodoulou et al.
(1995b) find that

α =
T/|W |
Ω/ΩJ

, (67)

whereΩJ is the Jeans frequency in the radial direction andΩ is the mean angular velocity of the system, is a much
better indicator of stability. This can be approximated by

α = TJ/|W |, (68)

whereTJ = LΩJ/2 andL is the total angular momentum of the system. Christodoulou et al. (1995b) found that
α ≤ 0.254–0.258 is required for stability in stellar systems whileα ≤ 0.341–0.354 is required for gaseous systems.
Christodoulou et al. (1995b) also demonstrate that this criterion is approximately equivalent to the alternative form
found by Efstathiou et al. (1982) on the basis of numerical simulations of exponential stellar disks:

ǫm ≡
vm

(GMD/RS)1/2
>∼1.1, (69)

and show that an equivalent result for gaseous disks would replace the 1.1 with 0.9. A much more extensive review
of disk stability is given by Sellwood (2010).

Global instabilities most likely lead to the formation of a very strong bar which effectively disrupts the disk
leaving, after a few dynamical times, a boxy/peanut bulge or a disky bulge (Athanassoula 2008). This may therefore
be a possible formation scenario for pseudo-bulges (Kormendy and Kennicutt 2004), i.e. bulges formed through
secular processes in the disk (see §5.2.2) rather than as theresult of a merger event (see §5.2.1).

5.1.3. Bars/Spiral Arms
The presence of perturbations in the disk can also affect its structure in less dramatic but still significant ways.

(Once again, the work by Sellwood (2010) gives a more in depthreview of these subjects and is highly recommended.)
For example, numerical simulations by Roskar et al. (2008b;see also Roskar et al. 2008a) show that a significant
fraction of stars in galaxy disks undergo large migrations in radius (as shown in Fig. 9) due to resonant scattering from
spiral arms. The resonant scattering of a star initially on an approximately circular orbit tends to change its energy
and angular momentum in such a way as to keep it in a circular orbit, but to change the radius of that orbit. In a frame
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Figure 8: The Lindblad diagram showing allowed regions of the energy–angular momentum plane (white, with forbidden regions shaded gray)
bounded by the curve corresponding to circular orbits. Arrows indicate how scattering from spiral density waves moves stars in this diagram. At
the corotation resonance (CR) this motion parallels the circular orbit curve, implying that scattering at corotation of stars initially on circular orbits
leaves those stars on approximately circular orbits. Reproduced, with permission, from Sellwood and Binney (2002).

corotating with the spiral perturbation there is an energy-like invariant quantity know as Jacobi’s integral,EJ , defined
as (Binney and Tremaine 2008)

EJ = E −ΩpL, (70)

whereE and L are the energy and angular momentum of an orbit respectivelyandΩp is the pattern speed of the
perturbation. This implies that changes in energy and angular momentum are related by

∆E = Ωp∆L. (71)

As shown in Fig. 8 the slope of theE–L relation for circular orbits at the corotation resonance isΩp. As such, stars
initially on circular orbits near the corotation resonancewill tend to be scattered into approximately circular orbits.
Roskar et al. (2008b) show that this phenomenon can lead to the formation of an outer stellar disk with a steeper
exponential decline than the inner disk and formed entirelyof stars scattered from the inner regions of the galaxy.
This process also smooths out age and metallicity gradientsin disks that otherwise form inside out and so tend to be
older and less metal rich in the center.

5.2. Spheroid Formation

The formation of galactic spheroids (which we take here to mean both the bulges of disk galaxies and isolated
elliptical galaxies) can proceed via two distinct routes. The first, through the destruction of pre-existing stellar systems
in violent mergers, is a natural consequence of hierarchical galaxy formation. The second, secular evolution of galactic
disks, is a natural consequence of the dynamics of self-gravitating disk systems. It is worth noting that, observationally,
it has been proposed that bulges be divided into two broad classes (Kormendy and Kennicutt 2004): “classical” bulges
(those which look like ellipticals in terms of their light distribution and kinematics but happen to live inside a disk)
and “pseudo-bulges” (those which do not look like ellipticals16). There is good evidence (see §4.2.1) that ellipticals
(and therefore presumably classical bulges also) form through major mergers, and suggestions that pseudo-bulges are
the result of secular evolution of galactic disks.

16Typically, pseudo-bulges are better fit by a Sersic (1968) profile with indexn ≈ 1 (as opposed to then = 4 profiles of classical bulges), have
significant rotation and may show signs of disk phenomena such as bars or spiral features.
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Figure 9: The distribution of formation radii,Rform (in kpc), for stars in the Solar neighborhood. The black histogram shows the distribution from
all stars while the red and blue histograms show the contributions from high and low metallicity stars respectively. Reproduced, with permission,
from Roskar et al. (2008b).

5.2.1. Major Mergers
As was discussed in §4.2.1, dissipative processes can lead to gravitationally bound interactions between galaxies.

When the masses of the galaxies in question are comparable wemay expect significant changes in their structure and
the formation of a merger remnant which is very different from either of the merging galaxies. Suchmajor mergers
are thought to be responsible for the formation of spheroidal (i.e. elliptical) galaxies from pre-existing galaxies (which
could be, in principle, disk galaxies, other spheroidals orsomething intermediate).

The process of violent relaxation (Lynden-Bell 1967; see also Tremaine et al. 1986), in which the energy of orbits
undergoes order unity changes due to signficant time-variable fluctuations in the gravitational potential, leads to a
randomization of the orbits leading to a Maxwellian distribution of energies but with temperature proportional to
stellar mass. This can turn the ordered motions of disks intothe random motions seen in spheroids. This process is,
however, rather poorly understood—it seeks an equilibriumstate which maximizes the entropy of the system, but the
usual entropy is unbounded in gravitating systems implyingno equilibrium state exists. Arad and Lynden-Bell (2005)
demonstrate this problem by showing hysteresis effects in violently relaxed systems (i.e. the final state depends on
how the system goes from the initial to final states).

The remnants of major mergers of purely stellar disk systems, while spheroidal, do not look like elliptical galax-
ies. As shown by Hernquist et al. (1993) their phase space densities are too low in the central regions compared to
observed ellipticals. This implies that mergers between reasonably gas rich (gas fractions of around 25%) galax-
ies are required—the presence of gas allows for dissipationand the formation of higher phase-space density cores.
Robertson et al. (2006b) find that similar gas fractions and the subsequent dissipation are required to produce the
observed tilt in the fundamental plane of elliptical galaxies—mergers of purely stellar systems instead follow the
expected virial scalings.

Mergers are often separated intomajor (mergers between galaxies of comparable mass) andminor (mergers in
which one galaxy is significantly less massive than the other). Numerical simulations (e.g. Bournaud et al. 2005)
show that mergers with a mass ratioµ ≡ M2/M1 >∼0.25 are able to destroy any disks in the ingoing galaxies and leave
a spheroidal remnant, while mergers with lower mass ratio tend to leave disks in place (although somewhat thickened).

28



As this transition is unlikely to be a sharp one, Somerville et al. (2008b) propose a more gradual transition17, with a
fraction

fsph= 1−














1+

(

µ

fellip

)8












−1

, (72)

where fellip ≈ 0.25–0.30, of the disk stellar mass being put into the spheroid component of the merger remnant.
Mergers are expected to trigger a, possibly very large, enhancement in the star formation rate in the merging

system. The strengths of suchbursts of star formation depend upon the properties of the merging galaxies. Cox et al.
(2008) have calibrated this enhancement against a large suite of N-body+hydrodynamics merger simulations. They
define the “burst efficiency”,e, to be the fraction of gas consumed during the interaction above that which would have
been consumed by the constituent galaxies in isolation during the same time period. They find that the burst efficiency
is well fit by18

e =















e1:1

(

Msat
Mprimary

− e0

)γ

if Msat/Mprimary > e0

0 if Msat/Mprimary ≤ e0,
(73)

wheree1:1 = 0.56,γ = 0.50 ande0 = 0.09.
It has recently become clear that not all major mergers lead to the formation of a spheroid. Under certain condi-

tions, major mergers of very gas rich systems can lead to the reformation of a disk after the merger is over (Barnes
2002; Springel and Hernquist 2005; Robertson et al. 2006a).This requires a high gas fraction (greater than about
50%) just prior to the final coalescence of the merging galaxies and therefore may preferentially occur under condi-
tions which prevent the rapid depletion of gas after the firstpassage of the galaxies.

5.2.2. Secular Evolution
Major mergers are not the only way to form a spheroid. Internal, secular processes19 in galaxies can also disrupt

the cold and relatively fragile disks (Kormendy and Kennicutt 2004). In particular, bars (a disk phenomenon) can
efficiently redistribute mass and angular momentum and lead to the build-up of dense central mass concentrations,
reminiscent in many ways of bulges formed through mergers. To distinguish such secularly formed bulges from their
merger-formed (or “classical”) counterparts, they are referred to as “pseudo-bulges” (Kormendy and Kennicutt 2004).

Such secular processes are the result of quite generic dynamical considerations20 and so most likely operate in all
galaxies. Whether or not they are important depends upon their timescale. For example, relaxation due to star-star
encounters in a galaxy operates on a timescale many orders ofmagnitude longer than the age of the Universe and so
can be safely neglected. Instead, most relevant secular processes involve the interaction of stars (or gas elements) with
collective phenomena such as bars or spiral arms.

A general picture of how secular evolution leads to the formation of pseudo-bulges has emerged. As a bar spon-
taneously begins to form21 it transfers angular momentum to the outer disk and increases in amplitude. The response
of gas to this bar is crucial—gas accelerates as it enters thebar potential and decelerates as it leaves. This leads to
shocks forming in the gas which lie approximately along the ridge line of the bar. These shocks lead to dissipation of
orbital energy and, consequently, inflow of the gas. The enhancement in the gas density as it is concentrated towards

17Somerville et al. (2008b) give no justification for this particular functional form, it is merely intended to give a smooth but rapid transition.
18The equation in Cox et al. (2008) is missing the coefficient ofe1:1 (Cox, private communication).
19Generically, any internal dynamical process operating on atimescale significantly longer than the dynamical time.
20As pointed out by Kormendy and Kennicutt (2004) disks are fundamentally prone to spreading in the presence of any dissipative process, where

mass is transported inwards and angular momentum outwards,because this lowers the energy of the system while conserving angular momentum
(Lynden-Bell and Kalnajs 1972). This result can be traced back to the negative specific heat of gravitating systems, and is analogous to the process
of core collapse in three dimensional systems (Lynden-Belland Kalnajs 1972; Binney and Tremaine 2008).

21The bar instability in galactic disks involves some fascinating dynamics. Binney and Tremaine (2008) give a clear explanation of the physics
involved. Briefly, the bar instability involves the joint actions of the swing amplifier and a feedback mechanism. A randomly occurring leading
spiral density wave in a disk will unwind and, as it does so, will rotate faster. As it swings from leading to trailing it reaches a maximum rotation
speed which is close to the average orbital speed of stars in the disk. This leads to a resonance condition, in which the wave can strongly perturb
the orbits of those stars, the self-gravity of which enhances the bar further, leading to an amplification of the wave. If there is some mechanism to
convert the amplified trailing wave that results into a leading wave once more (e.g. if the wave can pass through the centerof the galaxy and emerge
as a leading wave, or if nonlinear couplings of waves can generate leading waves) the whole process can repeat and the wavewill grow stronger
and stronger.
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the galactic center inevitably leads to star formation and the build-up of a pseudo-bulge. Bars eventually destroy
themselves in this way—the increase in the central mass of the galaxy effectively prevents the bar instability from
working.

While this general picture seems to be incontrovertible, many of the details (e.g. the redshift evolution of bars,
the importance of the dark matter halo and the cosmological evolution of the disk) remain poorly understood, but ac-
tively studied (Friedli and Benz 1993; Shlosman and Noguchi1993; El-Zant and Shlosman 2002; Athanassoula 2002;
Bournaud and Combes 2002; Shen and Sellwood 2004).

5.2.3. Sizes
The sizes of spheroidal galaxies formed through major mergers can be determined given the properties of the

progenitor galaxies and their orbit and some knowledge of the extent to which mass and energy is conserved through
the merging process. If the galaxies are dissipationless, purely stellar systems (a so-calleddry merger) then energy is
at least approximately conserved22 In a gas rich (orwet) merger the gaseous component is likely to radiate significant
amounts of energy prior to forming stars.

A simple model to compute the size of a galaxy formed via a major merger was described by Cole et al. (2000),
who assumed perfect conservation of mass and energy. The size of the merger remnant,rf , is then given by

c f G(M1 + M2)2

rf
=

c1GM2
1

r1
+

c2GM2
2

r2

+
forbitGM1M2

r1 + r2
. (74)

The left-hand side represents the gravitational binding energy of the final system while the first two terms on the right
represent the gravitational binding energy of the two merging galaxies, which have massesM1 andM2 respectively
and half-mass radiir1 andr2 respectively. The “c” coefficients relate the actual binding energy to the characteristic
value of GM2/r and depend on the density distribution of the galaxy23. Cole et al. (2000) findc = 0.45 for a de
Vaucouler’s spheroid andc = 0.49 for an exponential disk and so adoptc = 0.5 for all galaxies (which may be
composite systems consisting of both a disk and a spheroid) for simplicity. The final term in eqn. (74) represents the
orbital energy of the two merging galaxies just prior to merging and is parameterized in terms of their gravitational
binding energy when separated by the sum of the half-mass radii. Cole et al. (2000) adoptforbit = 1 so that this orbital
term corresponds to a circular orbit. According to this approach, a merger of two identical galaxies of radiir1 results
in a remnant of sizerf = (4/3)r1.

More recently, Covington et al. (2008) performed numericalsimulations of merging galaxies including gaseous
components, and found significant deviations from the simple model of Cole et al. (2000) as a result of energy loss
due to radiative processes in merging galaxies containing gas. Covington et al. (2008) propose an improved model
which accounts for this energy loss and results in a merger remnant size given by

Eint,f = Eint,i + Erad+ Eorb, (75)

where

Eint,f = −
cGM2

f

rf
(76)

is the internal binding energy of the final galaxy,

Eint,i = −
cGM2

1

r1
−

cGM2
2

r2
(77)

22In principle, energy may be lost from the stellar system by being transferred to the dark matter, or high energy stars may be flung out beyond
the escape velocity, removing both mass and energy from the system.

23In principle, the binding energy terms should also account for the stellar–dark matter binding energy. Cole et al. (2000) ignore the dark matter
contribution of the binding energy, effectively assuming that its contribution to each term in eqn.(74) scales in proportion to the stellar masses of
the galaxies.

30



is the internal binding energy of the initial galaxies,

Eorb = −
GM1M2

rsep
+

1
2

M1V2
1 +

1
2

M2v2
2 (78)

is the orbital energy of the galaxies just prior to the mergerwhen their separation isrsep and their center of mass
velocities areV1 andV2, and

Erad = −crad

2
∑

i=1

Ki fg,i fk,i(1+ fk,i) (79)

is the radiative energy loss whereKi and fg,i are the initial internal kinetic energy and gas fraction forprogenitori.
The impulse,fk,i is defined to befk = ∆E/Ktot whereKtot is the total initial internal kinetic energy of the galaxy and

∆E =
AG2M2

1,totM2,tot

V2
peri(r

2
peri+ Br1,totrperi + Cr2

1,tot)
, (80)

whereM1,tot and M2,tot are the total masses of the galaxies (baryonic plus dark matter), r1,tot is the total half-mass
radius of the primary galaxy andrperi is the pericentric distance of the first passage of the two galaxies, treating them
as point masses from their initial orbit. Covington et al. (2008) find that valuesA = 1.6, B = 1.0, C = 0.006 and
crad = 1 best fit their simulation results.

Similar arguments have been applied to the formation of spheroids through secular processes (e.g. Cole et al.
2000), but the assumptions of this approach are far less welltested in such cases.

6. Star Formation, AGN and Feedback

So far, we have not considered how a galaxy converts its available gas into stars and what effect those stars, and
associated supernovae explosions, may have on the evolution of the galaxy. Additionally, observational evidence
suggests that all galaxies contain a supermassive black hole at their center, which may play a key role in limiting the
process of galaxy formation. We will discuss these aspects of galaxy formation theory below. We do not explore in
detail the role of the associated galactic winds in galaxy evolution, but refer the reader to Veilleux et al. (2005) for a
thorough review.

6.1. Star Formation

Star formation theory warrants an entire review to itself (for a recent example see McKee and Ostriker 2007) and
so we will summarize only those aspects most pertinent to galaxy formation theory. The past decade has seen a
greatly improved understanding of how the key processes of turbulence, magnetic fields and self-gravity interact to
form molecular clouds and stars. Nevertheless, there remain numerous unsolved problems in star formation theory.
These problems propagate into galaxy formation theory if wewish to understand the rate at which stars form in a
galaxy and any consequences that may have for further galactic evolution. This problem is somewhat mitigated by
the fact that, for galaxy formation theory, we do not necessarily care about the details of how stars form. Instead, we
would simply like to know, given the large scale properties of a galaxy (e.g. mass, size, density, dynamical time, gas
fraction, chemical composition), what is the resulting rate of star formation.

Traditionally, this question has been answered by appealing to empirical rules or dimensional analysis. For ex-
ample, much use has been made of the empirically derived scaling relations of Schmidt (1959) and Kennicutt (1989,
1998). The Schmidt-Kennicutt law states that the rate of star formation per unit surface area,Σ̇⋆, depends on the
surface density of gas,Σgasas

Σ̇⋆ ∝ Σn
gas, (81)

wheren is measured to be approximately 1.4. While this relation is practically useful for galaxy formation theory,
insofar as it allows one to bypass the question of star formation and move directly to a star formation rate, it suffers
from the same issue as all empirical relations used in theoretical models: there is no way to be sure that it is valid
beyond the regimes where it was originally measured.
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Recently, new observations have suggested a relatively simple model for star formation (Krumholz and Tan 2007).
Stars form in molecular clouds and so it is natural that it would be the density of molecular gas (rather than total) gas
which matters. Furthermore, it is observed that a constant fraction (around 2%) of molecular gas turns into stars per
free-fall timescale. This implies ˙ρ⋆ = ǫff fH2ρgas/tff whereǫff is the fraction of molecular gas turned into stars per
free-fall time, fH2 is the molecular fraction andtff is the local free-fall timescale.

In the model of Robertson and Kravtsov (2008, see also Krumholz et al. 2009) the star formation rate is given by

Σ̇⋆ ∝ fH2hSFRh−1.5
gas Σ

1.5
gas, (82)

where fH2 is the fraction of hydrogen in molecular form,hSFR is the scale height of the star-forming gas andhgas is
the scale height of the interstellar medium. Robertson and Kravtsov (2008) computefH2 and the scale height self-
consistently in the presence of the interstellar radiationfield produced by earlier generations of stars. This resultsin a
net scaling with total gas surface density of

Σ̇⋆ ∝ Σntot
gas, (83)

wherentot ≈ 2 for massive galaxies andntot >∼4 for dwarf galaxies. When expressed in terms of the molecular hydrogen
gas surface density a scaling

Σ̇⋆ ∝ Σnmol

H2
, (84)

with nmol ≈ 1.3 is found for all galaxies. These scalings are consistent with a broad range of observations of star
formation in different galaxies.

Similarly, Krumholz et al. (2009) find that the following expression encapsulates the complex physics of star
formation:

Σ̇⋆ = fH2(Σg, c, Z
′)
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where the molecular hydrogen fraction is

fH2(Σg, c, Z
′) ≈ 1−
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ands = ln(1+0.6χ)/(0.04Σcomp,0Z′), χ = 0.77(1+3.1Z′0.365), δ = 0.0712(0.1s−1+0.675)−2.8,Σcomp,0 = Σcomp/(1M⊙pc−2)
andZ′ is the metallicity normalized to the Solar value. The transition at gas surface densities of 85M⊙pc−2 corresponds
to the point at which the ambient pressure becomes comparable to the internal pressure in molecular clouds (and
therefore influences the properties of those molecular clouds). Here,Σcomp is the surface density of a∼ 100 pc-sized
atomic–molecular complex. Since simulations and semi-analytic models typically only predict the gas distribution on
scales significantly larger than this we can writeΣcomp= cΣg wherec is a clumping factor that accounts for structures
which are unresolved in the simulation. This clumping factor should approach unity as the resolution approaches 100
pc at which point molecular cloud complexes should be adequately resolved.

6.2. Black Hole Formation

Over the past ten years it has become possible to measure the masses of supermassive black holes residing at
the centers of galaxies for relatively large samples. The existence of strong correlations between the masses of
these black holes and the properties of their host galaxy — such as spheroid mass (Magorrian et al. 1998), velocity
dispersion (Ferrarese and Merritt 2000; Gebhardt et al. 2000a,b), number of globular clusters (Burkert and Tremaine
2010) or even host dark matter halo (Ferrarese 2002) — is suggestive of some interaction between forming galaxies
and supermassive black holes. Of course, correlation does not imply causation (Munroe 2009) and Jahnke and Maccio
(2010) show that a black hole–host galaxy mass relation can arise from uncorrelated initial conditions via simple
merging, but the theoretical need for large amounts of energy to inhibit galaxy formation in massive halos naturally
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leads to the idea that supermassive black holes (SMBH) and galaxy formation are connected (Benson et al. 2003).
In addition, understanding the formation of these most massive of black holes is interesting in its own right and
has important observational consequences for both studiesof active galactic nuclei and gravitational wave detection
experiments such as theLaser Interferometer Space Antenna24.

In light of these reasons, several studies have attempted tofollow the process of SMBH formation within forming
galaxies (Silk and Rees 1998; Monaco et al. 2000; Kauffmann and Haehnelt 2000; King 2003; Wyithe and Loeb 2003;
Matteo et al. 2003; Volonteri et al. 2003; King 2005; Begelman and Nath 2005; Malbon et al. 2007; Matteo et al.
2008; Volonteri et al. 2008; Sijacki et al. 2009; Volonteri and Natarajan 2009). We will not review all details of this
process here. Instead, we will focus on the basic formation mechanisms and, in §6.3.2, on the interaction between
SMBHs and galaxy.

Before supermassive black holes can grow via accretion or merging, there must be some pre-existing (probably
not supermassive)seed black holes. Most plausibly, these seeds form at high redshifts as the remnants of the earliest
generation of Population III stars which have reached the end of their stellar lifetimes. Details of the formation of
these first stars remain incompletely understood, but hydrodynamical simulations suggest that they have masses in
the range of a few hundred Solar masses (Abel et al. 2002; Bromm et al. 2002), leaving intermediate mass black hole
remnants.

To determine the rate at which gas accretes onto a black hole (or, more precisely, the black hole and any associated
accretion disk system) we must consider how the black hole affects the gas through which it is moving. The gravity
of a fast moving black hole will deflect gas that passes by it, focusing it into a wake behind the black hole which will
then accrete onto the black hole. This problem, and the equivalent for a slowly (subsonically) moving black hole, was
first studied by Hoyle and Lyttleton (1939) and Bondi and Hoyle (1944). This leads to an accretion rate of

ṀBHL =
4πG2M2

•ρ

(c2
s + v2)3/2

, (87)

whereM• is the mass of the black hole,cs is the sound speed andv the relative velocity of black hole and gas. The
accretion occurs from a characteristic radius of

rBHL =
GM•

c2
s
. (88)

An in-depth review of Bondi-Hoyle-Lyttleton accretion is given by Edgar (2004). The growth of black holes will
be enhanced by any process which increases the density in thecentral regions of the galaxy in which they reside.
At early times, this may occur due to gravitationally unstable disks forming bars and driving gas towards the cen-
ter (Volonteri et al. 2008), while at later times galaxy-galaxy mergers can results in dissipation and gas flows to the
center (Matteo et al. 2005). Other mechanisms for delivering gas to the centers of galaxies are also possible, for ex-
ample McKernan et al. (2010) show that warm clouds from the surrounding halo occasionally impact galactic centers,
potentially delivering 104–106M⊙ of gas.

Bondi-Hoyle-Lyttleton accretion causes gas to flow towardsthe black hole. At some point, the angular momentum
of the gas will become important and the accreting gas must form a disk. The final stage of accretion is then governed
by this accretion disk, which may be a geometrically thin, radiative (Shakura and Sunyaev 1973) or a geometrically
thick, radiatively inefficient (e.g. ADAF) flow (Narayan and Yi 1994). The details of the flow may be important for
determining the spin of the black hole (see below) and the effects of feedback from any nuclear activity (see §6.3.2).

Galaxy-galaxy mergers can also lead to galaxies containingtwo (or potentially more) SMBHs, resulting in the
potential for black hole mergers. The process of bringing two SMBHs together begins by dynamical friction against
the background of dark matter (the same process which is causing the black hole host galaxies to merge). The
subsequent merging process was originally outlined by Begelman et al. (1980) and assumes that the two black holes
form a binary system at an initial separation of

ab =
G(M1 + M2)

2σ2
, (89)

24http://lisa.nasa.gov/
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whereM1 > M2 are the masses of the black holes andσ is the velocity dispersion of the host galaxy, such that
the binary orbit contains a mass in stars and dark matter comparable to the sum of the black holes masses. Around
this binary, the stellar distribution is expected to form a cusp with density profileρ⋆ ∝ r−7/4 (Bahcall and Wolf
1976). Initially, the binary hardens due to dynamical friction against the stellar background acting on each black
hole individually. As the binary hardens this process becomes less effective as perturbations from distant stars tend
to perturb the center of mass of the binary without changing its semi-major axis. However, once the binary becomes
sufficiently hard, at a separation of (Quinlan 1996)

ah =
GM2

4σ2
, (90)

it can harden further by three-body interactions in which a passing star is captured and then ejected at high velocity.
The timescale,a/ȧ, for hardening in this regime is (Quinlan 1996)

th =
σ

Gρ⋆aH
, (91)

where the dimensionless hardening rateH ≈ 15. If hardening continues long enough, the binary eventually becomes
sufficiently hard that gravitational radiation dominates the evolution of the system which then coalesces on a timescale
of (Peters 1964)

tGR =
5c4a4

256G3M1M2(M1 + M2)
. (92)

The fly in the ointment of this neat picture is that the above estimates for the rate of hardening by stellar encounters
assumes a fixed stellar background. In reality, as stars are ejected in three-body encounters the parts of phase-space
containing stars that can be captured becomes depleted (so-called “loss cone depletion”). This inevitably slows the
hardening process. The past ten years have seen numerous studies of this process and examination of various mech-
anisms by which the loss cone may be refilled. For example, Yu (2002) finds that in triaxial potentials scattering
of stars can efficiently refill the loss cone while Gould and Rix (2000) suggest that the presence of a gaseous disk
surrounding the black holes can help harden the binary. Numerical and analytical works have also indicated that
the random walking of the binary center of mass may help mitigate loss cone depletion (Quinlan and Hernquist 1997;
Milosavljevic and Merritt 2001), while the effective refilling of the loss cone by ejected stars returning on eccentric or-
bits (Milosavljevic and Merritt 2003; Sesana et al. 2007) and interactions with stars bound to the binary (Sesana et al.
2008) may enhance the rate of hardening. While the details remain uncertain it seems that this basic process can lead
to black holes merging in less than 10 Gyr.

In addition to their mass, cosmological black holes are characterized by one other parameter, their angular mo-
mentum25. The spin of a black hole can have a strong influence on the radiative efficiency and jet power of black holes
(see §6.3.2) and so the cosmological evolution of this quantity is important to understand. There are fundamentally
two mechanisms which change the spin of a black hole: mergingwith another hole and accretion of material.

The outcomes of binary black hole mergers have proven very difficult to simulate numerically. However, re-
cent advances in numerical techniques have allowed for successful simulation of the entire merging process (e.g.
Tichy and Marronetti 2007) and, therefore, determination of the final spin of the merger product. While the number of
simulations carried out to date is small, Boyle et al. (2008)exploit symmetries of the problem to construct simple fit-
ting formula which accurately predict the spin of the final black hole as a function of the incoming black hole masses,
spins and orbital properties.

As first considered by Bardeen (1970), material accreted from an accretion disk carries with it some angular
momentum (approximately equal to its angular momentum at the latest stable circular orbit, before it began its plunge
into the black hole). Defining a dimensionless spin parameter for a black hole through

j = Jc/GM2
• , (93)

25They will not possess any significant charge, as this would bequickly neutralized by accretion of oppositely charged material.
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whereJ is the angular momentum of the hole of massM•, such that 0≤ j ≤ 1, then Shapiro (2005) defines a
dimensionless spin-up functions( j) by

s( j) =
d j
dt

M•
Ṁ•,0
, (94)

whereṀ•,0 is the rate of rest mass accretion. For a standard, relativistic, Keplerian thin disk accretion flow with no
magnetic fields, the expected spin-up function due to accretion is given by (Shapiro 2005)

s( j) = LISCO− 2 jEISCO, (95)

where

LISCO( j) =

√
rISCO(r2

ISCO− 2 j
√

rISCO+ j2)

rISCO

√

r2
ISCO− 3rISCO+ 2 j

√
rISCO

, (96)

and

EISCO( j) =
r2
ISCO− 2rISCO+ j

√
rISCO

rISCO

√

r2
ISCO− 3rISCO+ 2 j

√
rISCO

, (97)

are the (dimensionless) specific angular momentum and specific energy of the innermost stable circular orbit (ISCO)
of the black hole respectively. The radius of the ISCO orbit (in units of the gravitational radius GM•/c2) is

rISCO = −
√

[3 − A1( j)][3 + A1( j) + 2A2( j)]

+3+ A2( j) (98)

where

A1( j) = 1+ [(1 − j2)1/3]

×[(1 + j)1/3 + (1− j)1/3], (99)

A2( j) =

√

3 j2 + A1( j)2. (100)

Thorne (1974) found a small correction to this formula due tothe fact that the hole preferentially swallows negative
angular momentum photons resulting in a spin-up function for the standard thin disk that is positive for allj < 0.998,
and therefore lets the black hole spin up toj ≈ 0.998 in finite time as noted by Shapiro (2005). For a thick accretion
flow the result is somewhat different (since the flow is no longer supported against gravity by its rotation alone as it has
significant thermal and magnetic pressure). Benson and Babul (2009) compute the spin-up function for ADAF models.
Additionally, Benson and Babul (2009) compute how the magnetic torques which allow black holes to drive jets (via
the Blandford-Znajek and/or Blandford-Payne mechanisms; Blandford and Znajek 1977;Blandford and Payne 1982)
result in a braking torque on the black hole, spinning it downand resulting in an equilibrium spin ofj ≈ 0.93 for a
hole accreting from an ADAF.

The relative importance of mergers and accretion for determining the spins of cosmological black holes depends
upon the rate of galaxy mergers, the supply of gas to the blackhole and additional factors such as the alignment of
accretion disks and black hole spins and merging black hole spins and orbits. Many of these factors are not too well
understood. However, cosmological calculations (Berti and Volonteri 2008; see also Volonteri et al. 2005) suggest that
accretion dominates over mergers in terms of determining the spins of supermassive black holes, with the consequence
that most such holes are predicted to be rapidly spinning.

One additional consequence of black hole mergers is that thegravitational waves emitted during the final inspiral
carry away linear momentum resulting in the black hole recoiling in the opposite direction with a velocity potentially
large enough to unbind it from the galaxy (Fitchett 1983; Favata et al. 2004; Merritt et al. 2004; Blanchet et al. 2005).
Studies of this effect within a cosmological framework suggest that such ejected black holes (wandering through
intergalactic space) can make up 2–3% of the total mass density of supermassive black holes, while in individual
cases they can account for up to half of the total black hole mass associated with a galaxy (Libeskind et al. 2006).
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6.3. Feedback

As early as 1974 (Larson 1974; see also White and Rees 1978; Dekel and Silk 1986) it was realized that star
formation could not proceed with 100% efficiency in all dark matter halos. Evidence for this comes frommultiple
observed facts, but the two crucial ones are:

1. The total mass density in stars isΩ⋆ = (2.3± 0.34)× 10−3 (Cole et al. 2001), much less than the total baryonic
mass density of the UniverseΩb = 0.0462± 0.0015 (Dunkley et al. 2009). Therefore, only a small fractionof
all baryons have been able to turn into stars.

2. The distribution of galaxy luminosities (as described bythe luminosity function) is very different from the
distribution of dark matter halo masses. In particular there are many fewer faint galaxies relative to bright
galaxies than there are low mass to high mass dark matter halos. If each halo contained baryons at the universal
mix and turned all of them into stars we would expect these tworatios to be equal (Benson et al. 2003).

This second point can be made even stronger: if all dark matter halos turned a constant fraction of their mass into stars
we would still have too many faint relative to bright galaxies. There are a wealth of other observational constraints
which indicate that the efficiency of galaxy formation must depend strongly upon halo mass—a useful summary of
these constraints is given by Behroozi et al. (2010).

Clearly what is needed is some process which preferentiallysuppresses the formation of stars in lower mass dark
matter halos. The usual suspect for this process is energy/momentum input from supernovae explosions, perhaps
augmented by stellar winds.

A similar problem occurs in the most massive dark matter halos. Although cooling is relatively inefficient in such
halos they can nevertheless cool significant mass of gas overcosmic time. Unchecked, this leads to the formation of
galaxies significantly more luminous than any that are observed. The energetic requirements of this problem suggest
that AGN are a possible solution.

6.3.1. Supernovae/Stellar Winds
Energy input from SNe due to a single stellar population are shown in Fig. 10. If we assume that a fractionǫ of

this energy is coupled into an outflow of ISM gas which leaves the galaxy at the escape velocity (so that we do not
waste energy by giving the gas a velocity at infinity) this results in an outflow rateṀout given by

1
2

ṀoutV
2
esc = ǫ

∫ t

0
Ṁ⋆(t

′)ĖSNe+winds(t − t′)dt′

≈ Ṁ⋆(t)ESN+winds, (101)

where in the last step we have approximated energy input fromSNe and winds as occurring instantaneously after star
formation. This implies an outflow rate of

Ṁout = Ṁ⋆(t)
2ǫESN+winds

V2
esc

. (102)

This has the required features: given some initial mass of cold gas, a fraction 1/(1+ β) whereβ ≡ 2ǫESN+winds/V2
esc

will be turned into stars, resulting in much lower star formation efficiencies in low mass galaxies.
Figure 10 shows the cumulative energy input26 into the interstellar medium as a function of time from a 1M⊙ burst

of star formation with a Chabrier (2003) initial mass function.
Similar arguments can be made using the momentum of supernovae explosions to drive the wind, which may

be more relevant if energy is efficiently radiated from expanding SNe bubbles27 (Murray et al. 2005). The rate of
momentum injection from supernovae is given by (Murray et al. 2005)

ṖSN ≈ 2× 1028

(

Ṁ⋆
1M⊙ yr−1

)

kg m s−2. (103)

26We assume that a Type II supernovae releases 1051 ergs of usable energy. We express the energy input in units of1051ergs so that it can be
interpreted as the equivalent number of supernovae.

27The momentum, of course, cannot be radiated away.

36



Figure 10: Cumulative energy input into the interstellar medium, expressed as the number of equivalent supernovae, perunit mass of stars formed
as a function of time for a Chabrier initial mass function. The two panels show results for two different metallicities as indicated in the panels. The
long dashed line indicates the contribution from stellar winds, the dotted line the contribution from Type Ia supernovae and the short dashed line
the contribution from Type II supernovae. The solid line shows the sum total of all contributions.

Since the momentum in any wind driven by this momentum input must satisfyṖW = ṀoutV∞, whereV∞ is the wind
velocity at infinity we have that

Ṁout ≈
ṖSN

Vesc
, (104)

where we have assumed thatV∞ ≈ Vesc (Murray et al. 2005). This gives a different scaling with the galaxy escape
velocity compared to energy driven winds.

The details of how supernovae feedback actually operates remain somewhat unclear, and is complicated by the ne-
cessity to understand how an expanding supernovae remnant interacts with a complex, multiphase interstellar medium.
Our discussion below will mostly follow Efstathiou (2000; see also McKee and Ostriker 1977).

The basic picture considered involves a two phase interstellar medium consisting of hot, diffuse material (which
fills most of the volume) and cold, dense clouds (which contain most of the mass). Evaporation of cold clouds by
supernovae moves gas from the cold phase into the hot phase. Outflows, and suppression of star formation, from the
hot phase will result if the hot phase:

1. fills most of the volume;
2. is sufficiently low density that radiative cooling times are long, and;
3. its temperature exceeds the virial temperature of galaxy(so that the gas may climb out of the potential).

The effectiveness of feedback in such a model can be examined by considering the mass of cold clouds swept up
and evaporated by an expanding supernovae remnant,Mev. Efstathiou (2000) finds

Mev ≈ 1390E6/5
51 f −3/5

Σ
φ3/5
κ n−4/5

h−2 M⊙, (105)

whereE51 is the energy released by a supernovae in units of 1051 ergs,nh−2 is the number density of hydrogen in units
of 10−2 cm−3, and the evaporation parameter as defined by McKee and Ostriker (1977) is

Σ =
γ

4πa1Nclφκ
≡ fΣΣ⊙, (106)

whereγ = vh/ch ≈ 2.5 relates the blast wave velocity,vh, to the isothermal sound speed,ch, a1 is a typical cloud
radius,Ncl is the number of clouds per unit volume,φκ relates the effective conductivity,κeff , to the classical thermal
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conductivity,κ, via κeff = φκκ andΣ⊙ ≈ 95 pc2 is the value of the evaporation parameter in the Solar neighborhood.
(Units are chosen so that all variables have values of order unity in a typical galaxy.)

Since Mev is significantly larger than the mass of stars formed per supernovae then we may expect that if a
significant fraction of this evaporated gas can escape as a wind then star formation may be efficiently suppressed.

Gas in the hot phase will escape the galaxy if its specific enthalpy

1
2

v2 +
5
2

p
ρ

(107)

exceeds its specific gravitational binding energy. This therefore requires that we determine the thermodynamic prop-
erties of the hot phase. Efstathiou (2000) does this by assuming that supernovae remnants have a porosity of unity (i.e.
the total volume of remnants equals the volume of the galaxy,thereby creating an overlapping network of remnants).
Given a model for the expanding supernovae remnant this allows the thermodynamic properties of the hot phase to be
determined.

Efstathiou (2000) shows that such a model of feedback can indeed produce self-regulated star formation in a
galaxy disk that is quiescently forming stars (bursts are not required) and that both negative and positive (due to
pressure-enhanced star formation) feedback can work simultaneously.

6.3.2. AGN
Very simple energetic arguments suggest that the energy output involved in building a black hole in a galaxy can

have significant effects on the formation of the galaxy itself (Benson et al. 2003). To order of magnitude, let us assume
that each galaxy contains a supermassive black hole with a mass equal to 0.1% of its stellar mass. The energy released
by the formation of the black hole per unit mass of stars formed is then

E• = 10−3 ǫ

1− ǫ c
2, (108)

whereǫ is the efficiency of conversion of rest mass into energy output (eitherin radiation or mechanical outflow).
For typical values ofǫ ∼ 0.1 this impliesE = 1.8× 1050 ergsM−1

⊙ , which is an order of magnitude greater than that
released by supernova explosions and stellar winds and is comparable to the energy released by cooling gas in forming
some of the most massive galaxies.

Feedback from AGN has the potential to directly link the properties of supermassive black holes and their host
galaxies. As such, it may be a natural explanation for the observed correlations between supermassive black hole
mass and galaxy mass or velocity dispersion. The first study of how AGN feedback can lead to such correlations28

was described by Silk and Rees (1998). They showed that, on quite general grounds, coupling of the energy released
by the formation of the supermassive black hole to the surrounding forming galaxy would lead to a relationship close
to the observedM•–σ relation. The generality of these arguments imply that thisresult may be reasonably independent
of the details of any more specific feedback model.

The physical mechanism through which AGN feedback operatesremains somewhat unclear. AGN likely radia-
tively heat cooling gas in the atmosphere surrounding galaxies, reducing the rate at which that gas can cool. Ad-
ditionally, radiatively driven winds originating from thebroad line region surrounding the black hole may result in
mechanical feedback on the galaxy itself. Finally, in low accretion states, AGN may drive highly collimated and
powerful jets which can reach out well into the surrounding halo. Plausibly all of these mechanisms could be active
during galaxy formation.

Ciotti et al. (2009) examined the roles of radiative and mechanical feedback modes. They find that radiative
feedback alone, while able to forestall the “cooling catastrophe” (see §8.3), is unable to sufficiently limit the growth of
black holes, resulting in them being too massive for a given galaxy (by a factor of around four). Mechanical feedback
is found to be successful in limiting the growth of black holes. This is in agreement with other numerical simulations,
such as Springel et al. 2005a; Matteo et al. 2005; Sijacki et al. 2007, 2009; Booth and Schaye 2009, which incorporate
energy injection from quasars (typically triggered by major mergers) and show that AGN activity can effectively
expel gas from a galaxy and can establish the observed correlations between supermassive black hole and galaxy

28Once again, assuming that any causative process is needed atall (Jahnke and Maccio 2010).
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properties. However, Ciotti et al. (2009) find that mechanical feedback of high efficiency (as is required to match the
scaling relations) is too effective, depleting galaxies of gas to a degree greater than isobserved, while low efficiency
mechanical feedback allows too much star formation to occurat late times, resulting in blue cores in elliptical galaxies
that are inconsistent with observations. Precisely how efficiently jets from an AGN can couple their energy to the
surrounding hot gas remains a topic of intense study. The general picture that is emerging is that the jets inflate bubbles
or cavities in the hot atmosphere. For example, Omma et al. (2004) use numerical simulations to show that jets inflate
cavities in the hot gas that can excite g modes in the cluster atmosphere and heat the gas, while Roychowdhury et al.
(2004) explore a model in which the bubbles are buoyant and heat the atmosphere by doingpdV work as they rise.

Recent years have seen numerous implementations of detailed models of galaxy formation incorporating AGN
feedback (Scannapieco and Oh 2004; Croton et al. 2006; Boweret al. 2006; Cattaneo et al. 2006; Somerville et al.
2008b). These have shown that AGN feedback can explain the long standing issue of the exponential break in
the galaxy luminosity function (without AGN feedback such models tend to produce far too many bright galaxies;
Benson et al. 2003) and helps produce a bimodal distributionof galaxy colors (as AGN feedback makes massive
galaxies “red and dead”). These models typically assume a “radio mode” feedback in which the AGN drives jets
out of the galaxy while in a radiatively quiet state. Benson and Babul (2009) give an expression for the jet power
produced by a spinning black hole accreting from a geometrically thick accretion flow29 relevant to this situation. As
a result this type of AGN feedback is effective only when there is a quasi-hydrostatic atmosphere ofhot gas in a dark
matter halo for it to couple to. Therefore, AGN feedback onlyworks in the virial shocking regime, resulting in it
being important above a critical halo mass of order 1012M⊙ (with a weak redshift dependence).

6.4. Chemical Enrichment

The first generation of stars (known as Population III) and galaxies must have formed from primordial gas which is
(almost) metal free. Stellar nucleosynthesis and subsequent pollution of the ISM and IGM (through stellar winds and
supernovae explosions) with heavy elements has a significant impact on later generations of galaxies. In particular,
the presence of heavy elements significantly alters the rateat which gas can cool (see §3.2) and leads to the formation
of dust which both attenuates optical and UV light from galaxies and re-emits that light at longer wavelengths. To
accurately model the properties of galaxies therefore requires a treatment of chemical enrichment.

The fraction of material returned to the ISM by a stellar population as a function of time is given by

R(t) =
∫ Mu

M(t;Z)
[M − Mr(M; Z)]φ(M)

dM
M

(109)

whereφ(M) is the initial mass function normalized to unit stellar mass andMr(M) is the remnant mass of a star of
initial massM. Here,M(t) is the mass of a star with lifetimet. Figure 11 shows the fraction of material recycled to the
interstellar medium from a single stellar population as a function of time,t, since the birth of that population. Typical
Pop. II initial mass functions (e.g. Salpeter 1955; Chabrier 2003) lead to around 40% of mass being recycled after
10 Gyr, dropping to around 30% at 1 Gyr. A Pop. III initial massfunction recycles much more mass (since it consists
of much more massive stars), recycling 70% of the mass withina few tens of millions of years.

Similarly, the yield of elementi is given by

yi(t) =
∫ Mu

M(t;Z)
Mi(M0; Z)φ(M0)

dM0

M0
(110)

whereMi(M0; Z) is the mass of metals produced by stars of initial massM0. For a specified IMF we can compute
yi(t; Z) for all times and elements of interest. Figure 12 shows examples of the total metal yield for Pop. II and Pop. III
initial mass functions. Typical total metal yields for Pop.II are around 0.04 increasing to 0.1 for the Pop. III initial
mass function shown here. Stellar data are taken from Portinari et al. (1998) for low and intermediate mass stars and
Marigo (2001) for high mass stars.

In many cases, the process of chemical enrichment has been simplified by adopting the instantaneous recycling
approximation, in which mass and metals are assumed to be returned to the interstellar medium instantaneously after

29The jet power from a hole accreting from a thin accretion diskis much lower, due to the much weaker magnetic field in such a disk.
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Figure 11: The fraction of mass from a single stellar population born at time,t = 0, recycled to the interstellar medium after timet. Solid and
dotted lines show results for a Chabrier initial mass function with zero and Solar metallicity respectively, while the dashed line shows results for
zero metallicity (Pop. III) stars with a lognormal IMF (caseA from Tumlinson 2006).

Figure 12: The total metal yield from a single stellar population born at time,t = 0, after timet. Solid and dotted lines show results for a Chabrier
initial mass function with zero and Solar metallicity respectively, while the dashed line shows results for zero metallicity (Pop. III) stars with a
lognormal IMF (case A from Tumlinson 2006).
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the formation of a population of stars (essentially assuming that stellar evolution happens instantaneously). Typically,
the recycled fractions and yields are evaluated at some time, t, of order the age of the Universe. This approximation is
reasonable at late times, when the ages of typical stellar populations in galaxies is several Gyr. For example, Fig. 12
shows that the metal yield is approximately constant after about 0.1 Gyr, although the recycled fraction (see Fig. 11)
does not converge so rapidly. The advantage of the instantaneous recycling approximation is that it greatly simplifies
the equations governing chemical enrichment such that we have

R(t) =
∫ Mu

M(tira;Z)
[M − Mr(M; Z)]φ(M)

dM
M
≡ R (111)

with a similar result for yields. The normal convolution integral to determine the rate of return of mass to the inter-
stellar medium,

ṀR(t) =
∫ t

0
Ṙ(t − t′)Ṁ⋆(t′)dt′, (112)

then simplifies to
ṀR(t) = RṀ⋆(t). (113)

This removes the need for knowledge of the entire star formation history of a galaxy to determine the rate of recycling
(which can greatly reduce computational demand in numerical models of galaxy formation).

While the instantaneous recycling approximation has its advantages, it is, of course, an approximation and one
which breaks down in regimes of rapid star formation and at high redshifts where stars are much less than 10 Gyr old
(since the Universe itself is very young). Detailed models of chemical evolution are well established within the mono-
lithic collapse scenario (Matteucci and Greggio 1986; Matteucci and Gibson 1995; Timmes et al. 1995; François et al.
2004; Pipino and Matteucci 2004, 2006; Romano et al. 2005), but have only received limited study within the phys-
ically motivated context of hierarchical galaxy formation. Numerous hydrodynamical simulation codes now con-
tain implementations of chemical enrichment (Scannapiecoet al. 2005; Kobayashi et al. 2007; Pontzen et al. 2008;
Gnedin et al. 2009). Semi-analytic models of galaxy formation are beginning30 to implement detailed chemical en-
richment models also (Nagashima et al. 2005a,b; Pipino et al. 2008; Arrigoni et al. 2009). Within the context of hi-
erarchical structure formation models such chemical enrichment modeling has been shown to be in agreement with
measurements of the intracluster medium metallicities of individual elements (Nagashima et al. 2005a), to reproduce
the observed trend of metallicity and [α/Fe] with stellar mass in elliptical galaxies (Arrigoni et al. 2009) and to repro-
duce the measured distribution of metallicities in damped Lyman-α systems (Pontzen et al. 2008).

6.5. Stellar Populations

Observational studies of galaxies make use of radiation emitted by them (or, sometimes, the lack of radiation due
to absorption by galaxies) to infer their physical properties. As such, it is often crucial to be able to compute the
emergent spectrum from each galaxy in a theoretical model. This is two-step process, involving first computing the
spectrum of light emitted by all of the stars (and possibly the AGN) in the galaxy and, secondly, computing how this
light is reprocessed by the gas and dust in the galaxy and along the line of sight from the galaxy to the observer.

6.5.1. Steller Population Synthesis
In the absence of absorbing dust or gas, the luminosity as a function of frequency for a galaxy, the spectral energy

distribution (SED), is simply a sum over the SEDs of its constituent stars. We can imagine a galaxy as consisting of

30Implementation of chemical enrichment models of this type is, in many ways, significantly easier in N-body simulations than in semi-analytic
models. N-body simulations that include star formation typically spawn new star particles during each timestep to represent the stars formed at
that time. Each particle can therefore be trivially tagged with a formation time and metallicity. On subsequent timesteps the rate of mass and metal
return from that particle is easily computed and applied to surrounding gas particles for example. Semi-analytic models on the other hand have
traditionally not recorded the full star formation historyof each galaxy (due to computational resource requirements) as is needed to compute the
chemical enrichment at each timestep. This can, of course, be done, as we are now seeing.
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numerous “simple stellar populations”—populations of stars of the same age, metallicity and initial mass function.
The luminosity,L(galaxy)

ν , of a galaxy at frequencyν is then simply given by the following convolution integral

L(galaxy)
ν =

∫ t

0
dt′

∫ ∞

0
dZ′Ṁ⋆(t′, Z′)

×L(SSP)
ν (t − t′, Z′, φ) (114)

whereṀ⋆(t, Z) is the rate of formation of stars of metallicityZ in the galaxy at timet andL(SSP)
ν (t, Z, φ) is the luminosity

of a simple stellar population of aget, metallicityZ and with initial mass functionφ(M). Given a model which predicts
the rate of star formation in a galaxy as a function of time andmetallicity (which is the galaxy formation aspect of this
calculation), the problem is reduced to determining suitable L(SSP)

ν (the stellar astrophysics aspect of the calculation).
This, in turn depends upon the spectra of individual stars,L(star)

ν (t, Z), and the stellar initial mass function,φ(M), such
that

L(SSP)
ν (t, Z, φ) =

∫ Mmax

Mmin

φ(M′)L(star)
ν (t, Z)dM′, (115)

whereMmin andMmax are the minimum and maximum masses for stars respectively.
Several libraries exist which provideL(SSP)

ν (t, Z, φ) for several different ages, metallicities and initial mass functions
(Bruzual and Charlot 2003; Maraston 2005; Dotter et al. 2007; Conroy et al. 2008; Lee et al. 2009). These are con-
structed using a combination of theoretical stellar evolution models, observations of stars of known age and metallicity
and theoretical models of stellar atmospheres where no goodobservations exist. While enormous progress has been
made in understanding the spectra of stars significant uncertainties remain. For example, Conroy et al. (2008), who
performed a study of how uncertainties in such models propagate into constraints derived from galaxy observations,
find that current models do not fully characterize the metallicity dependence of the thermally pulsating asymptotic gi-
ant branch phase and that uncertainties in the slope of the initial mass function31 lead to an uncertainty in the evolution
of the K-band magnitude of a stellar population of around 0.4magnitudes per unit redshift (which leads to significant
uncertainty when trying to interpret or predict the evolution of galaxy populations).

6.5.2. Dust Absorption and Re-emission
The presence of dust in galaxies has been known for a long time, and the effects of this dust on the observed

properties of galaxies have been extensively studied. Simply put, dust absorbs light emitted by stars (and AGN),
particularly at short wavelengths, is heated by this light and therefore re-emits it at longer wavelengths (typically in the
infrared and sub-mm). The presence of dust in galaxies can therefore significantly affect their observed luminosities
at optical and UV wavelengths. Models of galaxy formation must therefore take into account the effects of dust
before comparing their predictions to observational data.The simplest such approach, adopted by many early models,
is a “obscuring screen” or “slab” geometry, in which a plane of dust is placed in front of the model galaxy, given
an extinction curve measured from the Milky Way (for example) and normalized to have an optical depth at optical
wavelengths based on properties of the model galaxy (gas content and metallicity). This provides a simple estimate
of the amount of extinction, but clearly does not reflect the true geometry of the dust (which is distributed throughout
the galaxy) or the fact that stars may preferentially form indense, dust regions.

Cole et al. (2000) introduced a model for dust extinction in galaxies which significantly improved upon earlier
“slab” models. In Cole et al. (2000) the mass of dust is assumed to be proportional to the mass and metallicity of the
ISM and to be mixed homogeneously with the ISM (possibly witha different scale height from the stars) and to have
properties consistent with the extinction law observed in the Milky Way. To compute the extinction of any galaxy, a
random inclination angle is selected and the extinction computed using the results of radiative transfer calculations
carried out by Ferrara et al. (1999).

Beyond these relatively simple models of dust extinction ithas recently become possible to employ much more
realistic ray tracing techniques to compute the effects of dust on galaxy spectra. For example, the Grasil software

31See Kroupa (2001) for a recent discussion of the difficulties associated with determining the local initial massfunction. Kroupa (2001), along
with Chary (2008) and van Dokkum (2008), also discuss evidence for the non-universality of the initial mass function, although no definitive
evidence for such yet exists.

42



Figure 13:Left-hand panel: An example of the spectral energy distributions from two face-on spiral galaxies as computed by Grasil (Granato et al.
2000). The SED shows direct emission from stars at short wavelengths, with reprocessed light emitted from dust at long wavelengths. In the
intermediate region lines associated with PAHs are visible. Reproduced, with permission, from Granato et al. (2000).Right-hand panel: An image
of a post-merger galaxy from a simulation by Cox et al. (2008)as computed by Sunrise (Jonsson 2006). A complex dust morphology, including a
strong dust lane, is clearly visible. Reproduced, with permission, from Cox et al. (2008).

(Silva et al. 1998) is designed to compute the radiative transfer of star light through an idealized galactic geometry
consisting of a disk and a bulge each of which may contain bothdiffuse and clumpy gas and dust. Grasil takes an
input galactic SED together with physical parameters of a galaxy (size of each component, metallicity and mass of
gas present) and computes the resulting SED including absorption, scattering and remission from the dust, taking into
account a realistic distribution of grains and polycyclic aromatic hydrocarbons (PAHs) the temperature distribution
of which are computed self-consistently, and assuming thatstars are born in the dense molecular clouds and escape
from these on some timescale (leading to enhanced absorption in the UV which is produced primarily by young stars)
(Fig. 13). This code is therefore ideal for (semi-)analyticstudies of galaxies and has been employed to examine the ex-
pected properties of submillimeter and infrared galaxies in hierarchical cosmologies (Granato et al. 2000; Baugh et al.
2004, 2005; Lacey et al. 2008; Swinbank et al. 2008).

Similarly, the Sunrise code of Jonsson (2006) and Radishe by Chakrabarti and Whitney (2009) solve essentially
the same problem (radiative transfer through a dusty medium) but work for arbitrary geometry using Monte Carlo,
polychromatic algorithms and so are particularly well suited to hydrodynamical simulations of galaxy formation,
allowing realistic images of simulated galaxies to be made at any wavelength. Sunrise has been applied to studies
of luminous infrared galaxies (Younger et al. 2009), quantitative morphology of merger remnants (Lotz et al. 2008),
physical models to infer star formation rates from molecular indicators (Narayanan et al. 2010) and tests of our ability
to recover physical parameters of galaxies from their broadband SEDs (Wuyts et al. 2009).

Since these ray tracing methods are computationally expensive they cannot yet be applied to large samples of
model galaxies. Therefore, attempts have been made to construct simpler algorithms which capture most of their
results. For example, Gonzalez-Perez et al. (2008) extended the model of Cole et al. (2000) by assuming that some
fraction, fcloud, of the dust is in the form of dense molecular clouds where thestars form (see Baugh et al. 2005). Stars
were assumed to form in these clouds and to escape on a timescale of τquies (for quiescent star formation in disks)
or τburst (for star formation in bursts), which is a parameter of the dust model (Granato et al. 2000). Since massive,
short-lived stars dominate the UV emission of a galaxy this enhances the extinction at short wavelengths, so these
stars spend a significant fraction of their lifetime inside the clouds.
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To compute emission from dust they assumed a far infrared opacity of

κ =

{

κ1(λ/λ1)−β1 for λ < λbreak

κ1(λbreak/λ1)−β1(λ/λbreak)−β2 for λ > λ break,
(116)

where the opacity normalization atλ1 = 30 µm is chosen to beκ1 = 140cm2/g to reproduce the dust opacity model
used in Grasil, as described in Silva et al. (1998). The dust grain model in Grasil is a slightly modified version of
that proposed by Draine and Lee (1984). Both the Draine and Lee (1984) and Grasil dust models have been adjusted
to fit data on dust extinction and emission in the local ISM (with much more extensive ISM dust emission data being
used by Silva et al. 1998). The normalization is set at 30µm because the dust opacity in the Draine and Lee (1984)
and Grasil models is well fit by a power-law longwards of that wavelength, but not shortwards. The dust luminosity
is then assumed to be

Lν = 4πκ(ν)Bν(T )MZ,gas, (117)

whereBν(T ) = [2hν3/c2]/[exp(hν/kT )− 1] is the Planck blackbody spectrum andMZ,gas is the mass of metals in gas.
The dust temperature,T , is chosen such that the bolometric dust luminosity equals the luminosity absorbed by dust.

This extended dust model, including diffuse and molecular cloud dust components, provides a better match to the
detailed results of Grasil while being orders of magnitude faster, although it does notcapture details such as PAH
features.

Fontanot et al. (2009b) have explored similar models which aim to reproduce the results of Grasil using simple,
analytic prescriptions. They found that by fitting the results from Grasil they were able to obtain a better match to the
extinction in galaxies than previous, simplistic models ofdust extinction had been able to attain.

6.6. Absorption by the Intergalactic Medium

In addition to having to pass through the internal gas and dust in each galaxy, light emitted from a galaxy must pass
through the entire intervening intergalactic medium between it and ourselves before we can observe it. The intergalac-
tic medium contains significant amounts of neutral hydrogen(even at relatively low redshifts, long after reionization)
which is known to be clumped into clouds by virtue of observations of the Lyman-α forest of absorption systems
in quasar spectra. Light emitted at redshiftzem at some wavelengthλem, shortwards of the Lyman-α wavelength of
1216Å, will eventually be redshifted into the Lyman-α line and so will be absorbed by any clouds of neutral hydrogen
at redshift 1+ zabs= (1+ zem)[λem/1216Å]. Light emitted at even shorter wavelengths may be additionally absorbed
by higher lines in the Lyman series, or by the Lyman continuumshortwards of 912Å.

Models of the effective optical depth due to this absorption (based upon the observed distribution of Lyman-
α forest absorber properties) have been described by Madau (1995) and Meiksin (2006). The resulting absorption
of starlight shortwards of Lyman-α is so severe that galaxies appear essentially dark at wavelengths shorter than
λobs = 1216Å(1+ zem). This forms the basis of the “dropout” techniques for identifying high redshift galaxies and
quasars on the basis of their broadband colors (Madau et al. 1996; Fan et al. 2001).

7. Computational Techniques

The process of galaxy formation involves nonlinear physicsand a wide variety of physical processes. As such, it is
impossible to treat in full detail using analytic techniques. There are two major approaches that have been developed
to circumvent this problem. The first, numerical N-body simulation, attempts to directly and numerically solve the
fully nonlinear equations governing the physical processes inherent to galaxy formation. The second, semi-analytic
modeling, attempts to construct a coherent set of analytic approximations which describe these same physics. Each
has its strengths and weaknesses, as will be discussed below. As a result of this and of our ignorance of how some
key processes work, both approaches contain a little of eachother (rather like yin yang). A different, more empirical
approach, utilizing so-called “halo occupation distributions” has become widely used in the past ten years and will be
discussed briefly below.
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7.1. N-body/Hydro

The most accurate computational method for solving the physics of galaxy formation is via direct simulation, in
which the fundamental equations of gravitation, hydrodynamics and perhaps radiative cooling and transfer are solved
far a large number of points (arranged either on a grid or following the trajectories of the fluid flow). I will not attempt
to review the numerical methods utilized in this approach inany detail here (recent treatments of this can be found
in Bertschinger 1998; Agertz et al. 2007; Rosswog 2009), butwill instead merely highlight some of the approaches
used.

Collisionless dark matter is (relatively) simple to model in this way, since it responds only to the gravitational
force. For the velocities and gravitational fields occurring during structure and galaxy formation non-relativistic
Newtonian dynamics is more than adequate and so solving the evolution of some initial distribution of dark matter
(usually a Gaussian random field of density perturbations consistent with the power spectrum of the CMB) reduces
to summing large numbers of 1/r2 forces between pairs of particles. In practice, clever numerical techniques (such
as particle–mesh, tree algorithms etc.) are usually used toreduce thisN2 problem into something more manage-
able (Kravtsov et al. 1997; Springel 2005). The largest puredark matter simulations carried out to date contain
around 10 billion particles (Springel et al. 2005b). Dark matter only simulations of this type (carried out primar-
ily for the cold dark matter scenario, but see White et al. 1984; Klypin et al. 1993; Bode et al. 2001; Davé et al.
2001; Colín et al. 2002; Ahn and Shapiro 2005) have been highly successful in determining the large scale struc-
ture of the Universe, as embodied in the so-called “cosmic web”. As a result, the spatial and velocity correla-
tion properties of dark matter and dark matter halos (Davis et al. 1985; White et al. 1987a,b; Efstathiou et al. 1988;
Eke et al. 1996; Jenkins et al. 1998; Padilla and Baugh 2002; Bahcall et al. 2004; Kravtsov et al. 2004; Reed et al.
2009), together with the density profiles (Navarro et al. 1997; Bullock et al. 2001b; Navarro et al. 2004; Merritt et al.
2005; Prada et al. 2006), angular momenta (Barnes and Efstathiou 1987; Efstathiou et al. 1988; Warren et al. 1992;
Cole and Lacey 1996; Lemson and Kauffmann 1999; Bullock et al. 2001a; van den Bosch et al. 2002; Bett et al. 2007;
Gao et al. 2008) and internal structure (Moore et al. 1999; Klypin et al. 1999; Kuhlen et al. 2008; Springel et al. 2008)
of dark matter halos are known to very high accuracy.

Of course, to study galaxy formation dark matter alone is insufficient, and baryonic material must be added in
to the mix. This makes the problem much more difficult since, at the very least, pressure forces must be computed
and the internal energy of the baryonic fluid tracked. Particle-based methods (most prominently smoothed particle
hydrodynamics; Springel 2005) have been successful in thisarea, as have Eulerian grid methods (Ricker et al. 2000;
Fryxell et al. 2000; Plewa and Müller 2001; Quilis 2004). Theaddition of radiative cooling is relatively straightfor-
ward (at least while the gas remains optically thin to its ownradiation) by simply tabulating the rate at which gas of
given density and temperature radiates energy.

Going beyond this level of detail becomes extremely challenging. Numerous simulation codes are now able to
include star formation and feedback from supernovae explosions, while some even attempt to follow the formation
of supermassive black holes in galactic centers. It should be kept in mind though that for galaxy scale simulations
the real physics of these processes is happening on scales well below the resolution of the simulation and so the
treatment of the physics is often at the “subgrid” level, which essentially means that it is put in by hand using a semi-
analytic approach (Thacker and Couchman 2000; Kay et al. 2002; Marri and White 2003; White 2004; Stinson et al.
2006; Cox et al. 2006; Scannapieco et al. 2006a; Tasker and Bryan 2006; Stinson 2007; Vecchia and Schaye 2008;
Oppenheimer and Davé 2008; Okamoto et al. 2008b; Booth and Schaye 2009; Ciotti 2009).

Beyond this, problems such as the inclusion of radiative transfer or magnetic fields complicate the problem
further by introducing new sets of equations to be solved andthe requirement to follow additional fields. For
example, in radiative transfer one must follow photons (or photon packets) which have a position, direction of
travel and wavelength, and determine the absorption of these photons as they traverse the baryonic material of the
simulation, while simultaneously accounting for the re-emission of absorbed photons at other wavelengths. De-
spite these complexities, progress has been made on these issues using a variety of ingenious numerical techniques
(Abel et al. 1999; Ciardi et al. 2001; Gnedin and Abel 2001; Ricotti et al. 2002; Petkova and Springel 2009; Li et al.
2008; Aubert and Teyssier 2008; Collins et al. 2009; Dolag and Stasyszyn 2008; Finlator et al. 2009; Laursen et al.
2009). Providing Moore’s Law continues to hold true, the ability of simulations to provide ever more accurate pic-
tures of galaxy formation should hold strong. A brief surveyof current cosmological hydrodynamical codes and their
functionalities is given in Table 1.
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Table 1: A survey of physical processes included in several of the major hydrodynamical codes. The primary reference is indicated next to the name
of the code. Where implementations of major physical processes are described elsewhere the reference is given next to the entry in the relevant
row.

Feature Gadget-31 Gasoline2 HART3 Enzo(Zeus)4 Flash5

Gravity Tree Tree AMR6 PM7 AMR6 PM7 Multi-grid
Hydrodynamics SPH8 SPH8 AMR6 AMR6 AMR6

→ Multiphase subgrid model9 X10 × N/A N/A N/A
Radiative Cooling X X X X X11

→ Metal dependent X
12 × X

13
X

14
X11

→ Molecular chemistry X15 × X13,16 X17 ×
Thermal Conduction X18 × × × X

Star formation X19 X20 X13 X21 ×
→ SNe feedback X19 X20 X13 X21 ×
→ Chemical enrichment X19 X20 X13 X21 ×

Black hole formation X22 × × × X23

→ AGN feedback X22 × × × ×
Radiative transfer OTVET24,25 × OTVET24 X

26
X

27

Magnetic fields X28 × × X29 X30

Notes

1“GAlaxies with Dark matter and Gas intEracT” (Springel, 2005);
2Wadsley et al. (2004);
3Hydrodynamic Adaptive Refinement Tree (Kravtsov et al., 2002);
4O’Shea et al. (2004);
5http://flash.uchicago.edu (Fryxell et al., 2000);
6Adaptive Mesh Refinement;
7Particle–mesh;
8Smoothed Particle Hydrodynamics;
9Applicable only to SPH codes—used correctly, AMR codes naturally resolve multiphase media;

10Scannapieco et al. (2006a);
11Banerjee et al. (2006);
12Scannapieco et al. (2005);
13Tassis et al. (2008);
14Smith et al. (2009);
15Yoshida et al. (2003);
16Equilibrium only;
17Turk (2009);
18Jubelgas et al. (2004);
19Scannapieco et al. (2005);
20Governato et al. (2007);
21Tasker and Bryan (2008);
22Matteo et al. (2005);
23Federrath et al. (2010);
24Optically Thin Variable Eddington Tensor;
25Petkova and Springel (2009);
26Flux-limited diffusion approximation (Norman et al. 2009; see also Wise and Abel 2008b);
27Rijkhorst et al. (2006); Peters et al. (2010);
28Dolag and Stasyszyn (2008);
29Collins et al. (2009; see also Wang and Abel 2009);
30Robinson et al. (2004);
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7.2. Semi-Analytic

The technique of “semi-analytic modeling” or, perhaps, “phenomenological galaxy formation modeling” takes
the approach of treating the various physical processes associated with galaxy formation using approximate, analytic
techniques. As with N-body/hydro simulations, the degree of approximation varies considerably with the complexity
of the physics being treated, ranging from precision-calibrated estimates of dark matter merger rates to empirically
motivated scaling functions with large parameter uncertainty (e.g. in the case of star formation and feedback—just as
in N-body/hydro simulations).

The primary advantage of the semi-analytic approach is thatit is computationally inexpensive compared to N-
body/hydro simulations. This facilitates the construction of samples of galaxies orders of magnitude larger than
possible with N-body techniques and for the rapid exploration of parameter space (Henriques et al. 2009) and model
space (i.e. adding in new physics and assessing the effects). The primary disadvantage is that they involve a larger
degree of approximation. The extent to which this actually matters has not yet been well assessed. Comparison studies
of semi-analytic vs. N-body/hydro calculations have shown overall quite good agreement(at least on mass scales well
above the resolution limit of the simulation) but have been limited to either simplified physics (e.g. hydrodynamics
and cooling only; Benson et al. 2001b; Yoshida et al. 2002; Helly et al. 2003b) or to simulations of individual galaxies
(Stringer et al. 2010).

Some of the earliest attempts to construct a self-consistent semi-analytic model of galaxy formation began with
White and Frenk (1991), Cole (1991) and Lacey and Silk (1991), drawing on earlier work by Rees and Ostriker
(1977) and White and Rees (1978). Since then numerous studies (Kauffmann et al. 1993; Baugh et al. 1999b, 1998;
Somerville and Primack 1999; Cole et al. 2000; Benson et al. 2002a; Hatton et al. 2003; Monaco et al. 2007) have ex-
tended and improved this original framework. A recent review of semi-analytic techniques is given by Baugh (2006).
Semi-analytic models have been used to investigate many aspects of galaxy formation including:

• galaxy counts (Kauffmann et al. 1994; Devriendt and Guiderdoni 2000);

• galaxy clustering (Diaferio et al. 1999; Kauffmann et al. 1999a,b; Baugh et al. 1999a; Benson et al. 2000c,a;
Wechsler et al. 2001; Blaizot et al. 2006);

• galaxy colors and metallicities (Kauffmann and Charlot 1998; Springel et al. 2001; Lanzoni et al. 2005; Nagashima et al.
2005b; Font et al. 2008);

• sub-mm and infrared galaxies (Guiderdoni et al. 1998; Granato et al. 2000; Baugh et al. 2005; Lacey et al.
2008);

• abundance and properties of Local Group galaxies (Benson etal. 2002b; Somerville 2002; Li et al. 2010);

• the reionization of the Universe (Devriendt et al. 1998; Benson et al. 2001a; Somerville and Livio 2003; Benson et al.
2006);

• the heating of galactic disks (Benson et al. 2004);

• the properties of Lyman-break galaxies (Governato et al. 1998; Blaizot et al. 2003, 2004; Lacey et al. 2010);

• supermassive black hole formation and AGN feedback (Kauffmann and Haehnelt 2000; Croton et al. 2006;
Bower et al. 2006; Malbon et al. 2007; Somerville et al. 2008b; Fontanot et al. 2009a);

• damped Lyman-α systems (Maller et al. 2001, 2003);

• the X-ray properties of galaxy clusters (Bower et al. 2001, 2008);

• chemical enrichment of the ICM and IGM (Lucia et al. 2004; Nagashima et al. 2005a);

• the formation histories and morphological evolution of galaxies (Kauffmann 1996; Lucia et al. 2006; Fontanot et al.
2007; Somerville et al. 2008a).
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The term “semi-analytic” model has become somewhat insufficient, since this name now encompasses such a
diverse range of models that the name alone does not convey enough information. Semi-analytic models in the
literature contain a widely disparate range of physical phenomena and implementations. Table 2 is an attempt to
assess in detail the physics included in currently implemented semi-analytic models32.

7.3. Halo Occupation Distributions

Given the complexity of galaxy formation it is sometimes desirable to take a more empirical approach to the prob-
lem. This can be advantageous both to relate observations tothe assumed underlying physical structure of the Uni-
verse (e.g. Zheng et al. 2007; Tinker et al. 2010), and to makepredictions based on extrapolations from current data
and which have a cosmological underpinning. “Halo occupation distributions”, first described by Neyman and Scott
(1952) and used to study galaxy clustering (see, for example, Benson et al. 2000c; Peacock and Smith 2000) in their
simplest form specify the probability of findingN galaxies of some prescribed type in a dark matter halo of mass
M, P(N|M). Given this probability distribution, knowledge of the distribution of dark matter halo masses and their
spatial distribution plus some assumptions about the locations of galaxies within halos, one can construct (statistically
or within an N-body simulation) the distribution of galaxies. This allows, for example, the abundance and clustering
properties of those galaxies to be inferred. A detailed discussion of the use of halo occupation distributions in studying
galaxy clustering is given by Cooray and Sheth (2002).

This approach has recently been extended by incorporating simple prescriptions relating, for example, star for-
mation rates or quasar activity to halo mass and redshift. Several authors have demonstrated that such empirical
models, while simple, can fit a wide variety of galaxy data andcan be used to gain insight into phenomena such as
“downsizing” (Yang et al., 2003; Conroy and Wechsler, 2009;Croton, 2009). At a fundamental level, the success of
simple, empirical models such as these suggests that, despite the complexity of galaxy formation physics, its outcome
is relatively simple.

8. Topics of Current Interest

Having reviewed the major inputs to our current theory of galaxy formation and explored some of the tools
employed to solve them, in this section we briefly explore fivetopics of particular interest in contemporary galaxy
formation theory.

8.1. The First Galaxies

After the initial excitement of the Big Bang, inflation, nucleosynthesis and the recombination the Universe enters
a protracted period of relative quiescence, known as the “Dark Ages”, during which there are no luminous sources
and structure grows primarily only in the dark sector. The end of the Dark Ages is thought to occur when the first
star forms. The formation of these first stars is an unusual problem in astrophysics in that it represents a clean, well-
defined problem that can be tackled numerically—the initialconditions are simply those of an expanding Universe
containing small perturbations in the dark matter and baryonic components which is a simple mixture of hydrogen and
helium. As such, this problem has been examined and exploredin significant detail (Abel et al. 2002; Yoshida et al.
2006; Gao et al. 2007). The consensus picture that has emerged from this work is that the first star will form due to
gas collapse and cooling (via the gas-phase formation of molecular hydrogen) in a halo of mass around 106M⊙ at a
redshift ofz ≈ 50. The first star is likely to be very massive (current simulations cannot follow the evolution of the
proto-star beyond the point at which it becomes optically thick in various lines of molecular hydrogen due to a lack
of treatment of the necessary radiative transfer, but at this stage the collapsing core typically has an accretion rate that
is expected to lead to the formation of a star with a mass of several tens of Solar masses) and, therefore, short lived.
What happens after this first star forms rapidly becomes a much more complicated problem, involving the poorly
understood physics of supernovae explosions and the numerically challenging problem of radiative transfer.

32One component missing from Table 2 is the specific implementation of stellar population synthesis used by each code. We have chosen to not
include this because all the models listed treat this calculation in precisely the same way (see §6.5.1), differing only in which compilation of stellar
spectra they choose to employ. Since it is trivial to replaceone compilation of stellar spectra with another we do not consider this a fundamental
difference between the models. Nevertheless, the choice of which stellar spectra to use can have important consequences forthe predicted properties
of galaxies (Conroy and Gunn, 2010) and so should not be overlooked.
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Table 2: A survey of physical processes included in major semi-analytic models of galaxy formation. In each case we indicate how this process
is implemented and give references where relevant. In many cases a single model has implemented a given physical processat different levels of
complexity/realism. In such cases, we list the most “advanced” implementation that the model is capable of.

Model
Feature Durham1 Munich2 Santa-Cruz3 Morgana4 Galics5

Merger Trees
→ Analytic Modified ePS6 ePS7 ePS Pinocchio8 ×
→ N-body X9 X X × X

Halo Profiles Einasto10 Isothermal NFW NFW Empirical11

Cooling Model
→Metal-dependent X X X X X

Star Formation X X X X X

Feedbacks
→ SNe X X X X X

→ AGN X12 X X X X13

→ Reionization X10 × X X14 X15

Merging
→ Substructure16 N-body17 N-body17 DF18 DF18 N-body17

→ Substructure–Substructure19
X

20,10 × X
21,22 × X21

Environments
→ Ram Pressure Stripping X23 X24 × × X25

→ Tidal Stripping X10 × X X X

→ Harassment × × × × ×
Disks
→ Disk Stability X X X26 X X

→ Dynamical Friction27 X28 × × × ×
→ Thickness X28 × × × ×

Sizes
→ Adiabatic contraction X × X X ×

Chemical Enrichment X [delayed10] X [instant29] X [delayed30] X [instant] X [delayed31]
Dust Grasil32 Screen33 Slab34 Grasil32,35 Slab34

Notes

1Cole et al. (2000);
2Croton et al. (2006);
3Somerville et al. (2008b);
4Monaco et al. (2007);
5Hatton et al. (2003);
6Parkinson et al. (2008);
7Kauffmann and White (1993);
8Monaco et al. (2002);
9Helly et al. (2003a);

10Benson and Bower (2010);
11A “dark matter” core is included in calculations of disk sizes with an empirically selected dark matter fraction;
12Bower et al. (2006);
13Cattaneo et al. (2006);
14Macció et al. (2009);
15Lanzoni et al. (2005);
16How does the model track substructures within halos?;
17Substructure orbits and merging times are determined from N-body simulations;
18Dynamical Friction: substructure merging times are computed from analytic estimates of dynamical friction timescales;
19Does the model allow merging between pairs of subhalos orbiting in the same host halo?;
20Using hierarchically nested substructures;
21Using random collisions of subhalos;
22Somerville and Primack (1999);
23Font et al. (2008);
24Brüggen and Lucia (2008);
25Lanzoni et al. (2005);
26Somerville et al. (2008a);
27Does the model include dynamical friction forces exerted bya galaxy disk on orbiting satellites?;
28Benson et al. (2004);
29Lucia et al. (2004);
30Arrigoni et al. (2009);
31Pipino et al. (2008);
32Silva et al. (1998);
33
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Needless to say then, studying the formation of the first galaxies is more complicated still, although no more
complicated than modeling the formation of later generations. In the next decade new facilities such as JWST and
thirty meter class telescopes will begin to open a window on the earliest generations of galaxies and, as such, there is
a need for theoretical understanding and predictions for this epoch of cosmic history. In particular, this represents a
real opportunity to make testable predictions from galaxy formation theory which can be confronted with data in the
near future.

In considering the earliest generations of galaxies there are various physical processes which, while often neglected
at lower redshifts, are of potentially crucial importance.For example, understanding the properties of Population III
stars, their various feedback processes (both positive andnegative) and initial mass function (Glover and Abel 2008;
Trenti and Stiavelli 2009; Ohkubo et al. 2009; Machida et al.2008; Lawlor et al. 2008; O’Shea and Norman 2007,
2008; Harris et al. 2007; Stacy and Bromm 2007) may be crucialfor understanding how this population of galax-
ies grows (Tegmark et al. 1997; Ricotti et al. 2001; Wise and Abel 2007a,b; Greif et al. 2008; Wise and Abel 2008b;
Wise et al. 2008; Bromm et al. 2009). Additionally, connecting these galaxies to later generations involves under-
standing how they evolve through (and cause) the epoch of cosmic reionization (Benson et al. 2002a; Alvarez et al.
2008), modeling non-local feedbacks (i.e. interactions between neighboring galaxies or the galaxy population as a
while) and feedbacks in general (Busha et al. 2009).

Various interesting questions await definitive answers. For example, how long is the period of Population III star
formation? This seemingly simple question depends on how wedefine Population III—theoretical reasoning suggests
that we may expect a significant shift in the initial mass function once gas is raised above a critical metallicity of
10−4Z⊙ (Santoro and Shull 2006) and the ability of Population III stars to enrich their surroundings (and, therefore,
future generations of star formation). Since Population III stars are likely to produce many more hydrogen ionizing
photons per unit mass than their Population II counterpartsthis question may have important consequences for the
reionization history of the Universe.

Reionization itself remains an interesting problem. Whileit has been convincingly demonstrated theoretically
(Chiu and Ostriker 2000; Ciardi et al. 2003; Somerville et al. 2003; Benson et al. 2006) that the universe could be
reionized by galaxies sufficiently early to match constraints on the optical depth to the CMB (Dunkley et al. 2009)
these calculations are currently forced to make assumptions about the distribution of mass and ionized regions in the
IGM and about the ionizing photon escape probability from high redshift galaxies (Dove et al. 2000; Ricotti and Shull
2000; Razoumov and Sommer-Larsen 2006; Gnedin et al. 2008; Yajima et al. 2009; Wise and Cen 2009) which are
still poorly understood.

In addition to observing high redshift galaxies directly, it may be possible to learn much about them from the
study of their present day remnants. “Galactic archeology”of this sort has been investigated quite extensively
(Freeman and Bland-Hawthorn 2002; Scannapieco et al. 2006b; Brook et al. 2007).

The conclusions are that Population III stars (usually taken as a convenient proxy for “first galaxies”) that formed
in progenitor galaxies of the Milky Way likely formed over a fairly broad range of redshifts, with the formation rate
peaking atz ≈ 10 but continuing untilz ≈ 4–5 (in chemically isolated halos which have not been contaminated by
metals produced by star formation in earlier forming halos). As such, any remnants of these stars are probably spread
over most of the nearby Galactic halo. The lack of detection of such metal-free stars therefore places constraints on
their initial mass function—they must have been sufficiently massive to have evolved off of the main sequence by
the present day. Currently, this suggests that such stars must have been more massive then about 0.8M⊙ (Brook et al.
2007). If we examine truly old stars, however, the situationis rather different. Simulations suggest that these formed
in halos close to the high density peak that eventually formed the final system, and therefore are preferentially located
in the central regions (typically the bulge) of the Milky Way.

8.2. The Formation and Sizes of Galaxy Disks

Galactic disks are, perhaps, the most prominent feature of galaxies in the local Universe. Additionally, recent
observations (Law et al. 2009; Schreiber et al. 2009) have demonstrated that massive disks are already in place as
long ago asz = 2. Understanding the details of how disks form and grow is therefore of crucial importance for galaxy
formation theory (Silk 2001).

The basic picture has been in place for a long time (Fall and Efstathiou 1980). Collapsing systems of dark matter
and gas are imparted some small amount of angular momentum asa result of tidal torques from inhomogeneities
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in the surrounding matter distribution (Hoyle 1949; Barnesand Efstathiou 1987). While gas can radiate energy and
thereby collapse to form a galaxy it cannot radiate angular momentum. As such, angular momentum is conserved33

during the collapse and is eventually responsible for halting that collapse when the proto-galaxy reaches a radius at
which its angular momentum is sufficient to provide support against the gravitational potential in which it resides.
Back of the envelope type estimates of the resulting sizes ofdisks show that this picture produces disks with sizes
comparable to those that are observed (Fall and Efstathiou 1980; Mo et al. 1998). However, this basic picture makes
several simplifying assumptions, some of them difficult to justify. A careful analysis of these assumptions is therefore
warranted to understand the process of disk formation in greater detail.

It has been convincingly established that the distributionof angular momentum of gas in halos prior to any cooling
and galaxy formation is similar to that of the dark matter (van den Bosch et al. 2002, 2003) in so far as the distribution
of spin parameters is very similar (the directions of the angular momenta vectors of dark matter and gas are often
misaligned; van den Bosch et al. 2002). The distribution of the angular momentum of gas within an individual halo
is less well studied, but recent hydrodynamical simulations (Sharma and Steinmetz 2005) have demonstrated that the
distribution of the specific angular momentum,j, can be well described by a simple form:

1
M

dM
d j
=

1

j
α j

d Γ(α j)
jα j−1e− j/ jd, (118)

whereΓ is the gamma function,M is the total mass of gas,jd = jtot/α and jtot is the mean specific angular momentum
of the gas. The parameterα j takes on different values in different halos, with a median value of 0.89. The fraction of
mass with specific angular momentum less thanj is then given by

f (< j) = γ

(

α j,
j
jd

)

, (119)

whereγ is the incomplete gamma function. Despite this knowledge ofthe initial distribution of angular momentum in
the baryonic component, the question of how well angular momentum is conserved during the process of cooling and
collapse is less clear. However, recent simulation studieshave begun to shed some light on this issue. Zavala et al.
(2008) describe high resolution SPH simulations in which the baryonic physics (particularly the star formation and
feedback from supernovae) is varied such that one simulation results in the formation of a disk galaxy and another
in the formation of a spheroidal galaxy. They show that, in the case of the disk galaxy the angular momentum of
the baryonic material that will eventually form the galaxy tracks the behavior of the dark matter angular momentum:
growing as predicted by linear theory at early times and thenremaining constant. In the case of the spheroidal galaxy,
the angular momentum still grows initially as expected fromlinear theory, but then 90% is rapidly lost as pre-galactic
fragments undergo mergers which transfer their angular momentum to the dark matter. In the disk galaxy case, strong
feedback prevents gas from cooling into these small halos atearly times, and so avoids angular momentum loss to the
dark halo.

In addition to macroscopic quantities such as the size of a disk, the picture described above can predict the radial
density profiles of disks. This is interesting since observed disks typically follow an exponential radial profile (at least
out to some radius, beyond which the stellar light profile typically truncates—gaseous disks typically extend out fur-
ther beyond this stellar truncation radius). In a hierarchical Universe, in which dark matter halos and their gas content
grow in mass and size with time, the angular momentum of material accreting onto a galaxy will, on average, increase
with time also. As a result, disk formation is an “inside out”process, with early infall leading to the formation of the
inner regions of the disk and later infall adding primarily to the outer regions. Knowing the distribution of specific
angular momenta of the gas from which the disk formed it is possible to determine the distribution of radii at which
that gas will settle and, consequently, the radial density profile. Of course, this assumes that the angular momenta of
gas elements are unchanged after they arrive in the disk. In reality this may not be the case—viscosity in a gaseous
disk may redistribute angular momentum and even in a purely stellar disk stars can scatter from perturbations such
as spiral density waves and thereby change their angular momentum and may help to establish the exponential radial

33It is conserved if we ignore the possibility of torques between baryons and dark matter which could transfer angular momentum from the gas
to the dark halo. We will review this assumption later.
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profile if the viscous timescale is of order the star formation timescale (Silk and Norman 1981; Lin and Pringle 1987;
Clarke 1989, 1991; Firmani et al. 1996). Current results suggest that exponential disks can plausibly arise given our
present understanding of the initial distribution of angular momentum, star formation efficiency and supernovae feed-
back without the need for viscous redistribution of angularmomentum (Dutton 2009; Stringer et al. 2010), although
the detailed properties (e.g. scale length distributions)of the disks do not necessarily agree perfectly with what is
observed (Dutton et al. 2007). Of course, comparison with measurements of stellar disks requires determination of
not just the mass density profile but the stellar density profile. Star formation will proceed most rapidly where the gas
is densest (i.e. in the inner regions of the disk) and may be inhibited altogether at larger radii where the background
radiation can prevent the formation of molecular hydrogen and where the disk may become stable to perturbations
and so unable to form molecular cloud complexes (Martin and Kennicutt 2001; Schaye 2004).

The assumption that the angular momentum distribution of the disk remains constant after formation is not pre-
cisely correct even in the absence of hydrodynamical effects such as viscosity. Stars in a disk can interact with per-
turbations such as spiral density waves, exchanging energyand angular momentum with them. Sellwood and Binney
(2002) show that interactions between stars and spiral waves at the corotation resonance lead to an exchange of energy
and angular momentum that changes the radius of a star’s orbit while keeping it circular. A star can, in principle, in-
teract with multiple spiral waves and thereby migrate over asignificant radial range. The question of how much radial
mixing occurs due to this effect has been examined recently by Roskar et al. (2008a) and Roskar et al. (2008b). They
find that this is a significant process which can lead to the formation of a population of stars beyond the star formation
truncation radius in a disk, and which also flattens metallicity gradients (particularly in older stellar populations).

Disks are dynamically rather fragile systems and so not onlymust they form but they must survive across cos-
mological spans of time. This requires that the disk be stable to the growth of large scale perturbations which could
destroy it. Additionally, in a hierarchical universe, survival is a non-trivial feat as the disk must survive frequent
merging with other galaxies and constant bombardment by dark matter substructures orbiting within its own dark
matter halo. Significant work has gone into studying the effects of dark matter substructures on galactic disks34

(Toth and Ostriker 1992; Velazquez and White 1999; Font et al. 2001; Benson et al. 2004; Kazantzidis et al. 2008;
Read et al. 2008; Kazantzidis et al. 2009; Purcell et al. 2009). The current consensus seems to be that the cold dark
matter model is consistent with the presence of thin galactic disks, but only just so, and some fraction of disks have
probably been significantly thickened or destroyed by interactions with dark matter substructures.

8.3. The Overcooling Problem

White and Rees (1978) proposed that galaxies would form as gas cools inside of dark matter halos and demon-
strated that this provided a reasonable estimate of the typical mass scale of galaxies. This simple picture has a long
standing problem however. The mass function of dark matter halos rises steeply (approximately asM−1.9; Reed et al.
2007) at low masses. Since cooling is very efficient in these low mass halos we might expect the galaxy mass and/or
luminosity function to show a similar slope at the low mass/luminosity end. In fact, measured slopes are much shal-
lower (typically around−1; e.g. Cole et al. 2001). Rectifying this discrepancy is usually achieved by postulating
some form of feedback, typically from supernovae, which caninhibit star formation in these low mass systems (e.g.
by driving a wind out of the galaxy). However, as shown by Benson et al. (2003) this causes another problem—too
much gas is now left over to accrete into massive halos (groupand cluster mass objects) at late time wherein it cools
and forms over-massive galaxies (much more massive than anygalaxy observed).

This “overcooling” problem is not easy to solve, for the simple reason that the energy scales involved are much
larger than for lower mass systems (the characteristic potential well depth of a dark matter halos scales asM2/3 for
halos of the same mean density). Several possible solutionshave been proposed however, ranging from thermal
conduction (Benson et al. 2003; Dolag et al. 2004; Pope et al.2005), massive outflows (Benson et al. 2003), mul-
tiphase cooling (in which gas cools but is locked up into clouds which are inefficiently transferred to the galaxy;
Maller and Bullock 2004; Kaufmann et al. 2009) and feedback from active galactic nuclei.

The AGN feedback scenario has gained considerable favor in the past few years for a variety of reasons. Firstly,
observations have indicated that all galaxies seem to contain a central supermassive black hole with a mass that scales

34Primarily because this is potentially a means by which to rule our the cold dark matter scenario: if the predicted abundance of substructure
was sufficient to destroy galactic disks, the model could be ruled out.
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roughly in proportion to the mass of the galaxy (Magorrian etal. 1998; Gebhardt et al. 2000a; Ferrarese and Merritt
2000; Gebhardt et al. 2000b; Tremaine et al. 2002). The formation of these black holes must have involved the lib-
eration of large amounts of energy and material sinks deep into the potential well of the black hole in some form of
accretion flow (Benson et al. 2003). If this energy can be successfully utilized to counteract the overly rapid cooling
of gas onto the galaxy it would provide a natural source of sufficient energy available in every galaxy. Additionally,
some feedback loop connection between supermassive black hole and galaxy formation of this type is attractive as it
provides a means to explain the correlation between galaxy and black hole properties.

Feedback from AGN can be divided into two categories: quasarmode and radio mode. The quasar mode is trig-
gered when large amounts of gas are funneled into the circumnuclear disk from much larger scales by, for example, a
merger between two galaxies in which torques act to transferangular momentum from the gas, causing it to flow in-
wards. This is likely the dominant mechanism for black hole mass growth and results in a high (relative to Eddington)
accretion rate — most likely through a thin accretion disk — and significant optical luminosity. In contrast, radio mode
feedback occurs when the black hole is accreting at a more modest rate due to Bondi accretion from a diffuse hot atmo-
sphere of gas and is in an optically dim but radio loud phase. In this phase, the black hole is thought to drive powerful
jets (Meier 1999, 2001; Villiers et al. 2005; Nemmen et al. 2007; Komissarov et al. 2007; Benson and Babul 2009)
which can reach to large distances and have been seen to have asignificant impact on their surroundings (Birzan et al.
2004). The mechanism via which energy from the jets is efficiently coupled to the hot atmosphere of gas remains
poorly understood: a combination of observational evidence (e.g. Owen et al. 2000) and theoretical insights suggest
that jets inflate bubbles or cavities in the hot atmosphere (see §6.3.2). Despite these uncertainties, semi-analytic treat-
ments which simply assume an efficient coupling have demonstrated that this can effectively shut down cooling in
massive halos, resulting in a reduction in the masses of the largest galaxies and good agreement with luminosity func-
tions and the bimodal distribution of galaxy colors (Crotonet al. 2006; Bower et al. 2006; Somerville et al. 2008b).
Observational evidence in support of AGN feedback is beginning to emerge (Schawinski et al. 2007) and seems to
favor a radio mode scenario (Schawinski 2009).

8.4. Local Group Dwarf Satellites

As with any theory, galaxy formation theory is often best tested by exploring its predictions in extremes of physi-
cal conditions. For example, while our current theory may dowell at explaining the properties of galaxies of average
luminosity, it may perform less well in explaining the properties of the lowest mass galaxies that can form. Unfor-
tunately, low mass galaxies are also low luminosity and so are difficult to observe. Fortunately, our own privileged
position within the Milky Way and the Local Group means that there exists a population of faint, dwarf galaxies much
closer by than we might otherwise expect. Study of the population of Local Group galaxies therefore has the potential
to teach us much about galaxy formation at the lowest mass scales (and therefore, in a hierarchical Universe, at the
earliest times). We must be cautious, however, of over-interpreting conclusions drawn from the Local Group which
is, after all, just one small patch of the Universe.

Until the advent of the Sloan Digital Sky Survey around 11 satellite galaxies were known to exist within the
virial radius of the Milky Way’s halo35 (Mateo 1998). The deep and uniform photometry of the SDSS hasallowed
many new such galaxies to be found by searching for overdensities in the stellar distribution in both position and color
(Willman et al. 2005). The current roster of dwarf satellites within the Milky Way’s halo amounts to 24 (Tollerud et al.
2008). However, the SDSS covers only around one fifth of the sky and detection algorithms are imperfect. Re-
cent estimates of the total number of dwarf satellites in theMilky Way’s halo alone are of the order a few hundred
(Tollerud et al. 2008). The faintest galaxy currently known, Segue 1, has a luminosity of only 340 times that of the
Sun (Belokurov et al. 2007).

These dwarf galaxies are interesting from a theoretical perspective for several reasons. Firstly, their low mass
makes them highly sensitive to feedback effects, both internal (from supernovae for example; Font et al. 2010) and
external (photoheating of the IGM by the entire population of galaxies can, in principle, inhibit the formation of these
satellites; Gnedin 2000; Okamoto et al. 2008a). Furthermore, they may have gained at least some of their mass as
a result of molecular hydrogen cooling, and have very low metallicities which may provide insight into the process

35We are following the definition of virial radius given by Benson et al. (2002a) here. Under this definition, 9 Local Group satellites are within
the virial radius of M31, while a further 19 lie outside of thevirial radii of the halos of both the Milky Way and M31.
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of chemical enrichment. Beyond these galaxy-related aspects, the dwarf satellites appear to be highly dark matter
dominated (Strigari et al. 2008), making them excellent systems in which to explore the properties of dark matter and,
therefore, to place interesting constraints on the behavior of dark matter on small scales.

Consequently, these galaxies have attracted significant theoretical attention over the past few years. In particular,
when simulations demonstrated that dark matter substructure could survive within a host halo for significant periods
of time, it became clear that the Milky Way’s halo should contain thousands of small dark matter halos that could
potentially have formed a dwarf galaxy within them (Moore etal. 1999; Kuhlen et al. 2008; Springel et al. 2008). This
was in stark contrast to the 10 or so satellites known at that time. This “missing satellites” problem appears to have
been largely solved. Theoretical models have demonstratedthat a combination of supernovae feedback, suppression of
galaxy formation by a photoionizing background and tidal plus ram pressure stripping (Bullock et al. 2000; Somerville
2002; Benson et al. 2002a; Busha et al. 2009; Macció et al. 2009; Wadepuhl and Springel 2010; Font et al. 2010) can
reduce the number of satellites significantly (leaving a population of truly dark subhalos; Kormendy and Freeman
2004), while the discovery of new satellites (and accounting for ones as yet undetected) has raised the observational
target closer to the theoretical predictions.

Beyond this first order question though, there are many otherinteresting aspects to the Local Group satellites. For
example, while they all contain populations of old stars, many of them show evidence of periodic star formation at
much more recent times (Tolstoy et al. 2009). What triggers this star formation? Given that feedback can strongly
affect these systems, it is interesting to ask if we can gain insight into the feedback mechanism by studying these
galaxies (e.g. their metallicities are highly sensitive tothe strength of feedback so may place useful constraints on any
feedback model; Font et al. 2010). Finally, some of these galaxies must have been torn apart by the tidal field of the
Milky Way (the Sagittarius dwarf is currently suffering this fate)—the dwarf satellite population may therefore have
contributed to the build-up of the Milky Way’s stellar halo (Cooper et al. 2009), and there may be remnant tidal streams
which could provide information about the hierarchical growth of the Milky Way’s halo (Bullock and Johnston 2005;
Robertson et al. 2005; Font et al. 2006a,b; Johnston et al. 2008).

8.5. The Origins of the Hubble Sequence

The variety of morphologies of galaxies is, perhaps, the most obvious observed characteristic of galaxies. Tra-
ditionally, morphology has been measured “by eye” by a trained observer who classifies each galaxy into a different
morphological class based upon (amongst other things) the prominence of any central bulge, how concentrated the
light distribution is and the presence or otherwise of dust lanes. Hubble (1936; see also de Vaucouleurs 1959) placed
galaxies into a morphological classification scheme using such an approach, and this basic morphological classifi-
cation has persisted to the present (de Vaucouleurs et al. 1991). Applying this type of morphological classification
to today’s large datasets is difficult, but has been achieved by utilizing “crowdsourcing” techniques (Lintott et al.
2008). A key observational goal is to assess how the Hubble sequence evolves over time, as this should place strong
constraints on theoretical models. This is observationally challenging, but progress is being made (e.g. Kriek et al.
2009).

Theoretically, morphological evolution is inevitable in ahierarchical universe in which galaxies interact with each
other. Early work demonstrated that major mergers between galaxies could transform disks into spheroids leading
to morphological evolution (Barnes and Hernquist 1992), but it is clear that the picture is more complicated, with
secular evolution playing an important role in transforming disks into spheroids (Kormendy and Kennicutt 2004) and
major mergers of very gas rich systems can lead to the reformation of a disk after the merger is over (Barnes 2002;
Springel and Hernquist 2005; Robertson et al. 2006a).

A fundamental difficulty in assessing the ability of any given theoretical model to explain the morphological
properties of galaxies is that the definition of morphology itself is very complicated, and somewhat nebulously defined.
This problem is beginning to be circumvented, both by the ability of numerical simulations of galaxy formation to
produce realistic “mock images” of galaxies (Jonsson 2006)which can, in principle, be classified by eye just as a real
galaxy, and by the use of more quantitative morphological measures such as bulge–disk decomposition (Schade et al.,
1996; Ratnatunga et al., 1999; Simard et al., 2002; Benson etal., 2007), Gini-M20 (Lotz et al., 2004), concentration-
asymmetry-smoothness (Watanabe et al., 1985; Abraham et al., 1996; Bell et al., 2003) and so on.

Understanding the build-up and evolution of the Hubble sequence of morphologies is, nevertheless, an impor-
tant task for galaxy formation theory. The morphological structure of a galaxy clearly tells us something about its
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formation history and therefore captures information which its stellar population, for example, does not. Several
studies have explored this aspect of galaxy formation theory (Baugh et al. 1996a,b; Kauffmann 1996; Governato et al.
1999; Firmani and Avila-Reese 2003; Lucia et al. 2006; Luciaand Blaizot 2007; Governato et al. 2007; Parry et al.
2009; Benson and Devereux 2009) with the general conclusionthat hierarchical cosmologies can plausibly give rise
to the observed mix of morphological types, although with significant uncertainties remaining in both the modeling
of morphological transformation and in the comparison withobserved morphologies. The consensus opinion is that
massive elliptical galaxies form most of their stars in smaller progenitor galaxies and only assemble them into a single
galaxy significantly later, while spiral galaxies are dominated by in situ star formation. Secular evolution of disks
into spheroids also seems to be a crucial ingredient, particularly in the production of lower mass spheroidal systems
(Parry et al. 2009; Kormendy et al. 2009).

9. Future Directions

The fundamental goal of galaxy formation studies is to comprehend how the laws of nature turned a Gaussian
random distribution of density fluctuations laid down by inflation into a complex population of galaxies seen at the
present day. At this time, this author does not see any convincing evidence that any new physics is needed to explain
the phenomena of galaxies36. The problem is more one of complexity: can we tease out the underlying mechanisms
that drive different aspects of galaxy formation and evolution. The key here then is “understanding”. One can easily
comprehend how a 1/r2 force works and can, by extrapolation, understand how this force applies to the billions of
particles of dark matter in an N-body simulation. However, it is not directly obvious (at least not to this author)
how a 1/r2 force leads to the formation of complex filamentary structures and collapsed virialized objects. Instead,
we have developed simplified analytic models (e.g. the Zel’dovich approximation, spherical top-hat collapse models
etc.) which explain these phenomena in terms more accessible to the human intellect. It seems that this is what we
must strive for in galaxy formation theory—a set of analyticmodels that we can comprehend and which allow us to
understand the physics and a complementary set of precisionnumerical tools to allow us to determine the quantitative
outcomes of that physics (in order to make precision tests ofour understanding).

The division of galaxy formation models into N-body/hydro and semi-analytic is rather idealized. In reality there
is significant overlap between the two—many semi-analytic models make use of dark matter halo merger trees drawn
from N-body simulations while many hydrodynamics simulations include recipes for star formation and feedback
which are semi-analytic in nature. It seems most likely thatthese two techniques will continue to develop and may, in
fact, grow less distinguishable, incorporating aspects ofeach other into each other (once again, yin yang).

Galaxy formation benefits from a wealth of observational data, often to the degree that it is an observationally
lead field in which theory plays the role of trying to explain observed phenomena. This deluge of data is unlikely to
cease any time soon — we can expect more and higher quality data on local galaxies and also the arrival of usefully
sized datasets of galaxies at the highest redshifts. Galaxyformation theory should continue to attempt to develop our
comprehension of these observed phenomena but should also strive to move into the regime of making true predictions
for as-yet-unobserved regions of parameter space (e.g. thehigh redshift,z >∼6, Universe; e.g. Finlator et al. 2010;
Lacey et al. 2010). Only in this way can we grow our confidence that we have truly understood the physics of galaxy
formation.

10. Summary

Our theory of galaxy formation is gradually becoming more and more complete, but it is clear that large gaps in
our understanding remain. This is, perhaps, not suprising —galaxy formation incorporates a wide array of physical
processes, many of which we can currently observe the consequences of only indirectly. Most of the physics of
galaxy formation is inherently nonlinear, making it difficult to obtain accurate solutions. Finally, what we observe
from galaxies is usually several steps removed from the underlying physical properties (mass, density etc.) that we
would ideally like to know about. Despite all of these difficulties, rapid progress is being made. The next decade

36By “new physics” here I mean modifications to established physical laws, new forces or fields etc. Of course, dark matter and dark energy
probably require “new physics” of one type or another, but I will leave those as a problem for cosmology. . .
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should see this trend continuing via a combination of ever better observational datasets (both low and high redshift)
and the continued development of novel theoretical tools.
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