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Fig. 2.—Projected spatial distribution of the photometric cluster member candidates selected with the method described in § 2. Left: Individual star positions.
Right: Contours of the surface density derived by an adaptive kernel estimation. The contour levels are 0.19, 0.21, 0.24, 0.3, 0.4, 0.6, 1.0, 2.0, 4.0, and 8.0
stars arcmin!2. The background has a mean of 0.13 stars arcmin!2.

of stars in a circle of radius 12! around the cluster centern (k)c

and the number of stars at more than 2! angular distancen (k)f

from the cluster center were counted in a color-magnitude box
of width 0.09 mag in and 0.35 mag in centered on that∗c i1

point. With representing the number of cluster stars plusnc
underlying field stars, the number of field stars, and q thenf
ratio of the areas on which and have been sampled, s wasn nf c

calculated as given by equation (2):

!1n (k)! q n (k)c f
s(k) p , (2)

!2!n (k)" q n (k)c f

The size of the color-magnitude boxes and the overlap be-
tween boxes around neighboring grid points assure us that s is
a sufficiently smooth function. From s, one obtains a filtering
mask in the -plane by setting a threshold and∗(c , i ) s ! s1 lim max

by isolating the region in the grid (around the maximum of s)
with . In order to find the most appropriate mask, wes ≥ s lim
went through a series of gradually decreasing thresholds,
counted for each threshold the cumulative number of stars in
the corresponding mask in the area of the cluster’s tails ( )Nt

and in the outer field ( ), and determined from these numbersNf

the cumulative signal-to-noise ratio (S/N) of the expected true
number of cluster stars in the area of the tails (eq. [3]):

!1N ! w Nt f
S/N p . (3)

!2!N " w Nt f

The filtering mask was then chosen such that the S/N reaches
a maximum. As shown in Figure 1 (second panel from left),
this mask cuts out the zone from the bottom of the subgiant
branch to the main-sequence turnoff and further down the main
sequence to mag. In the range , the∗ ∗i p 22.0 19.5 ≤ i ≤ 21.5
width of the mask approximately coincides with the 2 j limits
for the dispersion of cluster stars in as derived from thec1
median values of the estimated photometric errors. The two
panels on the right in Figure 1 give an example of the detection
of cluster member candidates outside the cluster using the filter
mask in the area of the cluster’s tails and in the area of the
outer field.
The spatial configuration of the complete sample of member

candidates obtained by the photometric filtering process is
shown in Figure 2 (left panel). In the final step of data pro-

cessing, the distribution of individual star positions was trans-
formed into a smooth surface density function by means of an
adaptive kernel estimation (Silverman 1986). A standard par-
abolic kernel was used, with the kernel radius set to the angular
distance of the 70th nearest neighbor of each star. This yields
the surface density distribution shown in the contour plot of
Figure 2 (right panel).

3. DISCUSSION

3.1. Characteristics of the Tails

Figure 2 shows that the density enhancements of point
sources around the cluster form two spectacular tails that
emerge from the cluster in northern and southern directions
and turn over to the northeast and the southwest, respectively,
at angular distances of ∼0!.2 (80 pc in projected linear distance)
from the cluster center. The tails stretch out almost symmet-
rically to both sides and exhibit clumps at a distance of ∼0!.8,
i.e., 320 pc from the cluster. In total, the tails are visible along
an arc of 2!.6. A weaker clump at the southern edge of the
current field suggests that the tails might in fact continue to
even larger distances.
In the two big clumps, the surface density of stars that fall

inside our color-magnitude filter is about 2.3 times as high as
in the surrounding field. Summing up the number of stars above
background in the region of the tails and comparing them with
the stars within a circle of radius around the cluster′r ! 12
center, we find that within our color-magnitude window, the
tails contain ∼0.48 times the number of stars in the cluster. In
other words, the tails comprise ∼32% of the currently detected
total population of cluster stars at and below the main-sequence
turnoff. This is a rough (but conservative) estimate because the
object is seen in a non–face-on projection that does not reveal
a clear border between cluster and tail. Nonetheless, it gives
impressive evidence for heavy mass loss, confirming conjec-
tures drawn from the low mass and low concentration of the
cluster.
The structure of the observed tails follows the principal ex-

pectations for tidal tails and closely agrees with the results of
recent N-body simulations of globular cluster tides (Combes,
Leon, & Meylan 1999). Basically, cluster members drift to the
outer part of the cluster after acceleration in disk or bulge
shocks and leave the cluster in the vicinity of the (Lagrangian)
points of force balance between the cluster and the tidal field,
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• Missing Satellites Problem (e.g., Moore et al. 1999) 

• Low densities of dwarf galaxies: core vs. cusp, and Too Big to Fail 
(e.g., Walker & Penarrubia 2011; Boylan-Kolchin et al. 2011) 

• Shape of dark matter halo (e.g., Law & Majewski 2010) 

• Planes of satellites (e.g., Pawlowski et al. 2013)

Heyday for Near-Field 
Cosmology

•Proper Motions are a major missing 
component in this effort 



(1) determining the orbit of the LMC & SMC (Kallivayalil et al. 2013)

(2) detecting internal rotation in the LMC (van der Marel & Kallivayalil 2014)

(3) measuring the tangential motion of M31 (Sohn et al. 2012, van der Marel et al. 
2012a,b)

(4) measuring the space motion of Leo I and dynamically measuring the mass of the 
Milky-Way halo (Sohn et al. 2013, Boylan-Kolchin et al. 2013)

(5) constraining the presence of intermediate-mass black holes in globular clusters 
(Anderson & van der Marel 2010)

(6) measuring the proper motion of tidal streams (Sohn et al. 2015)

Anderson & King 2006; Anderson 2007; van der Marel et al. 2007, Bellini et al. 2011

HST has been an extremely 
successful astrometry machine!
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Orbital properties in a cosmological context
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Fig. 1.— The spatially variable component µ⃗obs,var of the observed LMC PM field. The

positions of 22 fields observed with HST are indicated by solid dots. The PM vector shown
for each field corresponds to the mean observed absolute PM of the stars in the given field,

minus the constant vector µ⃗0 shown in the inset on the bottom left. The vector µ⃗0 is our
best-fit for the PM of the LMC COM (see Table 1 and Paper I). PMs are depicted by a vector

that starts at the field location, with a size that indicates the mean predicted motion over

the next 7.2Myr. Clockwise motion is clearly evident. The uncertainty in each PM vector is
illustrated by an open box centered on the end of each PM vector, which depicts the region

±ξ∆µW by ±ξ∆µN . The constant ξ = 1.36 was chosen such that the box contains 68.3% of

the two-dimensional Gaussian probability distribution. High-accuracy fields (with long time

baselines, three epochs of data, and small error boxes) are shown in red, while low-accuracy

fields (with short time baselines, two epochs of data, and larger error boxes) are shown in
green. The figure shows an (RA,DEC) representation of the sky, with the horizontal and

vertical extent representing an equal number of degrees on the sky. The figure is centered

on the dynamical center (α0, δ0) of the LMC, as derived in the present paper (see Table 1).

van der Marel & NK (2014)



LMC Proper Motion Rotation Curve

– 49 –

0 0.02 0.04 0.06 0.08 0.1
0

0.2

0.4

0.6

0

50

100

0 1 2 3 4 5

R [kpc]

3-epoch data
2-epoch data binned
2-epoch data

Fig. 6.— The LMC rotation curve inferred from the observed PM field as described in

Section 4.5. V is the rotation velocity in the disk at cylindrical radius R. The left and bottom
axes are expressed in angular and dimensionless units, respectively, as directly constrained

by the data. The right and top axes show the corresponding physical units, assuming an

LMC distance D0 = 50.1 kpc (m − M = 18.50). Green and red data points show the
results from individual HST fields with two and three epochs of data, respectively. Magenta

data points show the result of binning the two-epoch data points into R/D0 bins of size

0.018. The red and magenta data points are listed in Table 3. The black curve is the best-
fit parameterization of the form given by equation (2), with the surrounding black dashed

curves indicating the 1σ uncertainty.

van der Marel & NK (2014)







• Near-oblate, q = 0.72, 
short axis in disk plane!

Unexpected from galaxy formation models/sims (Debattista et al. 2012); see 
also Vera-Ciro & Helmi (2013)
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HST Proper Motions

• HST w/ 6-9 year time baselines 
• Two additional components of motion can strongly 

constrain models



PM to N-body Comparison
• Remarkably good fit …. Sohn..,NK et al. 2015 
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PM to N-body Comparison
Sohn..,NK et al. 2015 
Penarrubia et al. 2010
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Figure 8. Same as Figure 7 but comparison with N-body models of Peñarrubia et al. (2010).

the solar velocity in the MW disk, and the shape of the MW?s
dark halo.
The observational techniques presented here will be equally

useful for the study of other structures in the MW halo. For
example, we have an ongoing HST observing program (GO-
13443, PI: R. P. van der Marel) to determine PMs along the
Orphan Stream. This will better constrain its orbit, and may
allow identification of its progenitor (if it is not already en-
tirely disrupted). When observations from different streams
are combined, it should also be possible to constrain more
tightly the shape and mass of the MW dark halo. We also
have an ongoing HST archival legacy program (AR-13272,
PI: R. P. van der Marel), to determine the PMs of metal-poor
halo stars in random pointings multiply-imaged by HST. This
will not only constrain the velocity dispersion anisotropy of
the dynamically hot halo, buy may also lead to identification
of new streams if cold structures are found to exist in PM

space.
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Penñarrubia kindly provided his N-body models. Support for
this work was provided by NASA through a grant for pro-
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ties for Research in Astronomy (AURA), Inc., under NASA
contract NAS5-26555. This research has made use of the
NASA/IPAC Extragalactic Database (NED) which is oper-
ated by the Jet Propulsion Laboratory, California Institute
of Technology, under contract with the National Aeronautics
and Space Administration. J.L.C. acknowledges support from
NSF grants AST 09-37523 and AST 14-09421.
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APPENDIX
A. PSF KERNELS

To determine accurate PMs, it is important to account for PSF differences between epochs. Specifically, it is known that a
subtle change in the ACS/WFC PSF was introduced by the Space Shuttle Servicing Mission 4. We account for this through
application of a 7×7 pixel convolution kernel to one of the two epochs. As discussed in Section 2.3, our FIELDS 1, 3, and 4 are
too sparse to reliably derive these kernels from the actual point sources observed in these fields. So for these fields we used an
alternative method based on library PSFs.



Even further down the 
luminosity function: Pal 5 
Theory (Pearson+ 2014, 
Kupper et al. 2015)

Best fit halo model is spherical, not 
the triaxial model of Law & 
Majewski. 

Tails hint at a pattern of over- and 
under-densities that have been 
attributed to sub-halo encounters 
(e.g. Siegel-Gaskins & Valluri 2008; 
Carlberg 2013).
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Fig. 2.— Left panels: log-likelihood value (color bar) of various proper motion configurations in the spherical potential (top) and triaxial
LM10 potential (bottom) computed from streakline models using Equation 6. Right panels: Nbody6 model points (orange) of the the most
likely proper motion configuration in the spherical potential (top: (µ� , µ↵cos(�)) = (-2.35, -2.35) mas yr�1) and triaxial LM10 potential
(bottom: (µ� , µ↵cos(�)) = ( -3.7,- 5.0) mas yr�1), over-plotted on SDSS density contours (blue). The streakline model in the triaxial
LM10 potential (LL = -82) yields a much lower log-likelihood, than the spherical case (LL = -45).

2003). Nbody6 is GPU-enabled, which allows us to com-
pute realistic Pal 5 model streams on a star-by-star basis
over several Gyr within a day (Nitadori & Aarseth 2012).
To set up the initial cluster conditions for Pal 5, we use

the publicly available code McLuster5 (Küpper et al.
2011). The initial number of stars is set to N = 65536
with stellar masses of 0.4M�, following a Plummer den-
sity profile (Plummer 1911). We fix the radial veloc-
ity, present-day sky position and present-day distance of
Pal 5 to the observationally constrained values specified
in Section 2.2. We determine the two proper motion com-
ponents of the cluster by exploring the streakline model
streams described in Section 2.2 and 2.3. For each setup,
we ran a number of N -body models with initial half-mass
radii in the range 10-20 pc for 6 Gyr, and picked the
model with a final cluster mass close to Pal 5’s present-
day mass of about 15,000M� (Küpper et al., in prep.).
These models will be discussed in the following Section.

5
https://github.com/ahwkuepper/mcluster

3. RESULTS

Using the procedure outlined in Section 2, we examine
the morphology of Pal 5 in the spherical and the triaxial
LM10 halo potentials. We first run streakline models over
a grid of reasonable proper motions in each potential for
6 Gyr, where we assess our likelihoods by comparing to
over-densities in Pal 5 only (Equation 6). The results
from this analysis are shown in the two left panels of
Figure 2.
We find that the maximum likelihood cluster proper-

ties in the spherical and triaxial cases correspond to very
di↵erent proper motions, when we calculate the likeli-
hood from Equation 6: (µ

�

, µ
↵

cos(�)) = (-2.35, -2.35)
and (-3.7,- 5.0) mas yr�1, respectively. These give trans-
verse velocities of v

tan

= 123 km/s (spherical) and v

tan

= 449 km/s (triaxial) in the Galactic rest frame. More-
over, the LL for the most likely proper motions in the
spherical case (LL = -45) is much more strongly peaked
with a value considerably higher than in the triaxial case
(LL = -82).
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41 images of stream. The images of the cluster overlap
generously, while the images of stream (usually two im-
ages per position) show only small overlaps between the
different positions, see Figure 1 On both eyes of LBT we
used the r-band. The r-band is the reddest band of the
bands with high SNR. Thus it is less influenced by atmo-
spheric effects like differential chromatic refraction. We
only use data from the red eye. Our errors are clearly
dominated by SDSS. Therefore adding more LBC data
would not improve our errors relevantly. We reduce the
LBC data in the standard way, using skyflats, bias and
from the two obtained bad pixel masks. We do not cor-
rect for cosmic or other sources (like around very bright
stars) which cause bad pixels in single images. Instead
we use outlier rejection to exclude bad positions (possi-
ble caused by cosmics) in our source lists. Since we have
two to 12 images of each area, this is robust and does
not reduce the number of objects relevantly. The area
around very bright stars is usually already excluded in
the clean SDSS source list. Thus there is no point in try-
ing to retrieve there better positions by more advanced
data reduction. We do not combining the different im-
ages into stacks. We can better estimates position errors
by measuring objects in different single images. Further,
combining different images into stacks is often bad for
precise astrometry, when the pointing is different (see
e.g. Gillessen et al. (2009)), when the pixel scale variates
relevantly over the field of view (Giallongo et al. 2008;
Bellini & Bedin 2010).

3. PROPER MOTION OF PALOMAR 5 CLUSTER

It is in principle possible to measure the proper motion
of the stream from our data. However, due to the small
contrast of the stream compared to the background (Fig-
ure 1 top) more areal coverage is necessary than avail-
able. We therefore only measure the proper motion of
the cluster. Mainly due to the small length of the stream
that is also a very good proxy for the proper motion of
stream, see Section 4.

3.1. Obtaining pixel positions

Since we want to measure proper motions, it is neces-
sary that an object is detected in SDSS. We therefore aim
only on sources, which are also detected in SDSS. We use
a preliminary version of our distortion and transforma-
tion (Section 3.4) to obtain the expected pixel position
in our images. We then search in a radius of 4 pixels
(≈ 0.9”) for the local maximum3. That search box is
sufficient to find all objects, besides fast moving stars,
which are anyway not our aim. We then fit a twodimen-
sional Gaussian to the 4 pixel half-width box around that
maxima. Both widths (and the orientation of the major
axis are free) of the Gaussian are free. We exclude very
small and large widths, which result likely from failed
fits. We do not discriminate between stars and galax-
ies. We use two variants of images, either the standard
reduced images and images which we obtain from them
by smoothing with a Gaussian of FWHM = 4 pixels.
There are no systematic differences in the positions ob-
tained between these two kinds of images. We use the
positions of the smoothed images, since in that case the

3 We use here as for many basic steps: dpuser, see
http://www.mpe.mpg.de/ ott/dpuser/index.html

Fig. 1.— Map of LBC coverage of Palomar 5. Top, the stream
area: the blue dots show the star which fall in the Palomar 5
matched filter and thus likely members of the Palomar 5 system.
The area of the dots is proportional to the weight within the filter.
The cluster Palomar 5 is around 229.02/-0.12. The red polygons
show the field of view of one LBC pointings. We cover the area with
22 different pointings. Bottom, the cluster itself: blue dots show
stars in the matched filter, the central hole is caused by source
blending in SDSS. The green circle (r= 0.13◦) marks the outer
boundary of the cluster as used in this work. The red rectangles
show the four detectors of the four different pointings on the clus-
ter. The orange dots, show the reference galaxies. Their area is
antiproportional to their position uncertainty.

fits fail more rarely. The fit fail only for ≈ 6% of the
sources, which are usually faint. It also reduces the mis-
match of our simple source models with in reality more
complex shape of sources. It is unlikely that our source
shape model is limiting our accuracy, our error floor (Sec-
tion 3.3) is consistent with the error floor of SDSS (Pier
et al. 2003). That shows that our model is sufficient to
obtain positions.

3.2. Differential chromatic refraction correction

The atmosphere of the earth deflects light: The angle
is

R = R0 tan(ζ) (1)

in which ζ is the angle from zenith and R0 follows from
the index of refraction n:

R0 =
n2 − 1

2n2
(2)

Fritz & NK submitted
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Fig. 7.— Proper motion measurements of Palomar 5

radial velocity gradient along the stream was measured
by Odenkirchen et al. (2009) and Kuzma et al. (2014).
The values of both are consistent, the measurement of
Kuzma et al. (2014) is with 1.0± 0.1 km s−1deg−1 more
precise. They determine a dispersion of 2.1±0.4 km/s for
the stream. That value is probably big enough that bi-
naries are not really important for this dispersion. While
the position of Palomar is well known to sufficient preci-
sion, its distance is more uncertain. The most recent de-
termination is from HST and ground based CMD fitting
(Dotter et al. 2011; Pearson et al. 2014): dm = 16.86±0.1
(23.6 kpc). That value is consistent with the less pre-
cise determinations of Vivas & Zinn (2006), and Harris
(1996); Odenkirchen et al. (2009).
Another important constrain is the stream streak on

the sky. Because it is difficult to retrieve the errors
from published maps, like in Odenkirchen et al. (2001)
or Grillmair & Dionatos (2006) we construct our own
map. Therefore, we use all SDSS stars from the stream
and adjacent area. We then bin all stars once with the
same weight and once with the filter from Section 3.3 in
quadratic 3.75’ bins. We obtain the final map by dividing
the weighted maps trough the unweighted map. That re-
duces the impact of the varying surface density. We treat
bins with less than 20 stars as bad pixels and corrected
in the same way. To increase the signal we smooth the
map with a 30’ Gaussian and obtain the map of Fig-
ure 8. We then obtain the stream positions in Dec. by
fitting Gaussians to cuts at some R.A. We leave a space
of 30’ between these cuts to avoid that the different posi-
tions are entangled. We exclude R.A. where the stream
is not detectable. We give the obtained points similar
weight, but vary the weight slightly to account for vari-
able prominence of the stream. We obtain the absolute
error scale by requiring χ2/d.o.f. = 1 when we fit many
data points together to a simple model. Thereby, we sep-
arate the leading and trailing stream, since the stream
follows an S close to the cluster. A linear fit is a suffi-

TABLE 1
stream streak positions

R.A. [◦] Dec. [◦] σDec. [◦]

241.48 6.41 0.09
240.98 6.15 0.09
240.48 6.20 0.09
239.98 5.81 0.09
239.48 5.64 0.09
238.48 5.38 0.09
237.98 5.14 0.09
233.61 3.17 0.06
233.11 2.88 0.06
232.61 2.54 0.06
232.11 2.23 0.06
231.61 2.04 0.06
231.11 1.56 0.06
230.11 0.85 0.06
229.11 0.54 0.06
228.48 -0.77 0.11
228.11 -1.16 0.14
227.73 -1.28 0.11
227.23 -2.03 0.17
226.55 -2.59 0.14

Fig. 8.— Matched filter map of the Palomar 5 stream. The red
points show the stream positions, which we use in our modeling.

cient model for the short leading stream. In contrast we
use a quadratic model for the longer trailing stream. We
present the obtained positions in Table 1.
For the distance R0 of the sun to the Galactic Center

we combine three recent high accuracy measurements:
Dékány et al. (2013) obtained 8.33± 0.15 from RRLyrae
in the bulge, Reid et al. (2014) obtained 8.34± 0.14 kpc
by building a disk model on parallaxes and velocities of
Masers of a large part of the disk, Chatzopoulos et al.
(2014) obtained 8.27 ± 0.13 kpc from a nuclear cluster
model fit to radial velocities and proper motions from
Fritz et al. (2014). (The stated errors combine the sta-
tistical and systematic errors.) Combining these consis-
tent measurements weighted by their errors we obtain
R0 = 8.31 ± 0.08 kpc. This R0 is also consistent with
most older measurements (Genzel et al. 2010), but has a
smaller error. The Mass of the Milky Way is not spherical
distributed at radii where the Galactic disk is important.
Thus, it is necessary to know the distance z of the sun rel-
ative to that mid plane. It is about z = 0.02± 0.007 kpc
(Joshi 2007; Majaess et al. 2009; Buckner & Froebrich

First CCD-based PM:  
SDSS-LBT/LBC Data 
15 year baseline



Ground-based PMs: stars must be selected by 
means of a matched filter

Fritz & NK in prep
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radial velocity gradient along the stream was measured
by Odenkirchen et al. (2009) and Kuzma et al. (2014).
The values of both are consistent, the measurement of
Kuzma et al. (2014) is with 1.0± 0.1 km s−1deg−1 more
precise. They determine a dispersion of 2.1±0.4 km/s for
the stream. That value is probably big enough that bi-
naries are not really important for this dispersion. While
the position of Palomar is well known to sufficient preci-
sion, its distance is more uncertain. The most recent de-
termination is from HST and ground based CMD fitting
(Dotter et al. 2011; Pearson et al. 2014): dm = 16.86±0.1
(23.6 kpc). That value is consistent with the less pre-
cise determinations of Vivas & Zinn (2006), and Harris
(1996); Odenkirchen et al. (2009).
Another important constrain is the stream streak on

the sky. Because it is difficult to retrieve the errors
from published maps, like in Odenkirchen et al. (2001)
or Grillmair & Dionatos (2006) we construct our own
map. Therefore, we use all SDSS stars from the stream
and adjacent area. We then bin all stars once with the
same weight and once with the filter from Section 3.3 in
quadratic 3.75’ bins. We obtain the final map by dividing
the weighted maps trough the unweighted map. That re-
duces the impact of the varying surface density. We treat
bins with less than 20 stars as bad pixels and corrected
in the same way. To increase the signal we smooth the
map with a 30’ Gaussian and obtain the map of Fig-
ure 8. We then obtain the stream positions in Dec. by
fitting Gaussians to cuts at some R.A. We leave a space
of 30’ between these cuts to avoid that the different posi-
tions are entangled. We exclude R.A. where the stream
is not detectable. We give the obtained points similar
weight, but vary the weight slightly to account for vari-
able prominence of the stream. We obtain the absolute
error scale by requiring χ2/d.o.f. = 1 when we fit many
data points together to a simple model. Thereby, we sep-
arate the leading and trailing stream, since the stream
follows an S close to the cluster. A linear fit is a suffi-

TABLE 1
stream streak positions

R.A. [◦] Dec. [◦] σDec. [◦]

241.48 6.41 0.09
240.98 6.15 0.09
240.48 6.20 0.09
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Fig. 8.— Matched filter map of the Palomar 5 stream. The red
points show the stream positions, which we use in our modeling.

cient model for the short leading stream. In contrast we
use a quadratic model for the longer trailing stream. We
present the obtained positions in Table 1.
For the distance R0 of the sun to the Galactic Center

we combine three recent high accuracy measurements:
Dékány et al. (2013) obtained 8.33± 0.15 from RRLyrae
in the bulge, Reid et al. (2014) obtained 8.34± 0.14 kpc
by building a disk model on parallaxes and velocities of
Masers of a large part of the disk, Chatzopoulos et al.
(2014) obtained 8.27 ± 0.13 kpc from a nuclear cluster
model fit to radial velocities and proper motions from
Fritz et al. (2014). (The stated errors combine the sta-
tistical and systematic errors.) Combining these consis-
tent measurements weighted by their errors we obtain
R0 = 8.31 ± 0.08 kpc. This R0 is also consistent with
most older measurements (Genzel et al. 2010), but has a
smaller error. The Mass of the Milky Way is not spherical
distributed at radii where the Galactic disk is important.
Thus, it is necessary to know the distance z of the sun rel-
ative to that mid plane. It is about z = 0.02± 0.007 kpc
(Joshi 2007; Majaess et al. 2009; Buckner & Froebrich

& NK
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Fig. 2.— Left panels: log-likelihood value (color bar) of various proper motion configurations in the spherical potential (top) and triaxial
LM10 potential (bottom) computed from streakline models using Equation 6. Right panels: Nbody6 model points (orange) of the the most
likely proper motion configuration in the spherical potential (top: (µ� , µ↵cos(�)) = (-2.35, -2.35) mas yr�1) and triaxial LM10 potential
(bottom: (µ� , µ↵cos(�)) = ( -3.7,- 5.0) mas yr�1), over-plotted on SDSS density contours (blue). The streakline model in the triaxial
LM10 potential (LL = -82) yields a much lower log-likelihood, than the spherical case (LL = -45).

2003). Nbody6 is GPU-enabled, which allows us to com-
pute realistic Pal 5 model streams on a star-by-star basis
over several Gyr within a day (Nitadori & Aarseth 2012).
To set up the initial cluster conditions for Pal 5, we use

the publicly available code McLuster5 (Küpper et al.
2011). The initial number of stars is set to N = 65536
with stellar masses of 0.4M�, following a Plummer den-
sity profile (Plummer 1911). We fix the radial veloc-
ity, present-day sky position and present-day distance of
Pal 5 to the observationally constrained values specified
in Section 2.2. We determine the two proper motion com-
ponents of the cluster by exploring the streakline model
streams described in Section 2.2 and 2.3. For each setup,
we ran a number of N -body models with initial half-mass
radii in the range 10-20 pc for 6 Gyr, and picked the
model with a final cluster mass close to Pal 5’s present-
day mass of about 15,000M� (Küpper et al., in prep.).
These models will be discussed in the following Section.

5
https://github.com/ahwkuepper/mcluster

3. RESULTS

Using the procedure outlined in Section 2, we examine
the morphology of Pal 5 in the spherical and the triaxial
LM10 halo potentials. We first run streakline models over
a grid of reasonable proper motions in each potential for
6 Gyr, where we assess our likelihoods by comparing to
over-densities in Pal 5 only (Equation 6). The results
from this analysis are shown in the two left panels of
Figure 2.
We find that the maximum likelihood cluster proper-

ties in the spherical and triaxial cases correspond to very
di↵erent proper motions, when we calculate the likeli-
hood from Equation 6: (µ

�

, µ
↵

cos(�)) = (-2.35, -2.35)
and (-3.7,- 5.0) mas yr�1, respectively. These give trans-
verse velocities of v

tan

= 123 km/s (spherical) and v

tan

= 449 km/s (triaxial) in the Galactic rest frame. More-
over, the LL for the most likely proper motions in the
spherical case (LL = -45) is much more strongly peaked
with a value considerably higher than in the triaxial case
(LL = -82).

Pearson et al. 2014
Fritz & NK submitted
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We use galpy (Bovy 2014). Spherical halo fits, but with preference 
for high distance.
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Abstract

High-precision astrometry throughout the Local Group is a unique capability of the Hubble Space Telescope
(HST), with potential for transformative science, including constraining the nature of dark matter, probing
the epoch of reionization, and understanding key physics of galaxy evolution. While Gaia will provide un-
paralleled astrometric precision for bright stars in the inner halo of the Milky Way, HST is the only current
mission capable of measuring accurate proper motions for systems at greater distances (& 80 kpc), which
represents the vast majority of galaxies in the Local Group. The next generation of proper-motion measure-
ments will require long time baselines, spanning many years to decades and possibly multiple telescopes,
combining HST with the James Webb Space Telescope (JWST) or the Wide-Field Infrared Survey Telescope
(WFIRST). However, the current HST allocation process is not conducive to such multi-cycle/multi-mission
science, which will bear fruit primarily over many years. We propose an HST astrometry initiative to enable
long-time-baseline, multi-mission science, which we suggest could be used to provide comprehensive kine-
matic measurements of all dwarf galaxies and high surface-density stellar streams in the Local Group with
HST’s Advanced Camera for Surveys (ACS) or Wide Field Camera 3 (WFC3). Such an initiative not only
would produce forefront scientific results within the next 5 years of HST’s life, but also would serve as a
critical anchor point for future missions to obtain unprecedented astrometric accuracy, ensuring that HST
leaves a unique and lasting legacy for decades to come.
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Five science drivers that motivate a comprehensive proper-
motion survey of the Local Group: 

(1) Direct dynamical measurements of the mass of the Milky Way and M31.
(2) Understanding the physics of environment on satellite galaxies.

image credit: E. Tollerud

(3) Physical associations of dwarf galaxies and stellar streams, i.e. “planes of galaxies”.



Brown et al. 2014, Weisz et al. 2014

(4) Dwarf galaxies as probes of cosmic 
reionization.

Wetzel et al. in prep.



(5) Internal kinematics of dwarf galaxies. The inner mass profile of dwarfs perhaps the 
most important test of the nature of dark matter, as well as the strength of galactic 
feedback.

Figure 5. (Left) DM density profiles for simulations with and without baryons from
Zolotov et al. (2012), for satellites in the luminosity range of Draco. Baryons do not
contribute to core creation in satellites of this luminosity. (Right) SIDM simulations of
Zavala et al. (2013), compared to CDM simulations, showing that certain cross sections
of SIDM (all except the yellow and red models) are a better fit to the current data on
Draco (the second point from the left on the plot). Not directly shown in this plot, is
that these models also create a large kpc-size core in Draco.

the density profiles of dwarfs of this class when baryons are included in the simulations (SPH
versus DM-only lines in the plot), and a cusp is therefore predicted for Draco. Figure 5 (right)
shows instead the SIDM simulations of Zavala et al. (2013). CDM models (black and grey) pre-
dict too much mass at the half-light radius of Draco, but the SIDM models (all except the yellow
models which are too close to CDM, and the red models which have already been ruled out by
galaxy cluster observations; Peter et al. 2013) are a good fit to Draco. This plot shows Vc rather
than density, but when translated to density implies a large core in Draco. Thus internal PMs
for Draco, leading to a full 3D density profile, could be used to distinguish between alternate
DM models and baryonic processes.

In order to measure internal PMs for Draco, we plan to leverage existing data in the HST
archive and our experience with AO calibrations developed in the context of our GeMS program
to obtain very long time baselines with future AO capabilities in the North (as described in
more detail in § 2.5 below). This will lead to exquisite (of the order of µas/year) errors per star,
and can be obtained with just one epoch of AO observations.

More generally, Zavala et al. (2013) have established that the dark satellites of a MW-size halo
are consistent with the currently measured dynamics of the MW dSphs, can have cores, and also
avoid constraints from galaxy cluster observations, only if the scattering cross section, σT /m, is
between 0.6 and 1.0 cm2g−1. Thus, internal PMs for the satellites as a whole are needed, and
we plan to pursue all of them with our developed AO methods, but single out Draco here as a
specific test. For the mass modeling and comparison to simulation results, we will collaborate
with Alyson Brooks.
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From Alyson Brooks: Zolotov et al. 2012; Zavala et al. 2013



What will Gaia do?

T. Fritz



  Probing the dark halo of the Milky 
Way with GeMS/GSAOI 

Streams

 T. Fritz, N. Kallivayalil, S. Majewski, G. Damke, R. Beaton, J. Bovy, M. Boylan-Kolchin, R. 
Carrasco, R. van der Marel, T. Sohn,  R. Davies, D. Angell, P. Zivick, B. Neichel

102”



• 15 targets 
• 6 M-giants in the Sagittarius stream  
• 5 globular clusters:  

• 3 possible members of Sagittarius system: Arp 2, Terzan 7, Terzan 8 
• 2 others in outer halo: NGC5824, Pyxis  

• 4 dwarf galaxies:   
• Sagittarius, Hercules, Sextant, Carina



High image quality: FWHM of 79 mas

Pyxis field 1 K'-band



Position uncertainty of galaxies

• Pyxis 
• Position fit: single Sersic with Galfit 
• Results in total registration error of ~0.3 mas. 
•  → total proper motion error of ~0.15 mas/yr per target                                  (Preliminary)

Image

 Model

 Residuals



Pyxis Field 1:  HST + Gemini

K' GSAOI 
2015

F606W ACS 
2009

(Preliminary) F



Conclusions
• At HST precision it is possible to separate out substructure via PMs alone. 

Expensive.

• Ground-based efforts can compete if there is wide coverage of stream. 
Much cheaper. RV’s and chemistries can greatly aid ground-based PM efforts. 
We have a first result for Pal 5.

• Models have come a long way. Realistic treatment of errors as well as 
stream-orbit offsets (Bovy 2014, Lux et al. 2013,  et al. 1999, Eyre & Binney 
2011, Varghese et al. 2011)

• Many stars with low accuracy vs. few targets with very high accuracy? e.g., 
SDSS-PanSTARRs or some other large FOV imager.

• Beyond Gaia/inner halo: HST - AO provides a powerful way to obtain very 
high precision motions in the outer halo (for a few stars) in a relatively 
efficient way. 


