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ABSTRACT

We present the first results from an ongoing survey for Daniyetan-« systems (DLAS) in the spectra of> 2 quasars observed
in the course of the Baryon Oscillation Spectroscopic SufB0OSS), which is part of the Sloan Digital Sky Survey (SDES)
Our full (non-statistical) sample, based on Data Releaser@prises 12,081 systems with INgH 1) > 20, out of which 6,839 have
logN(H1) > 20.3. This is the largest DLA sample ever compiled, supersettiagfrom SDSS-II by a factor of seven.

Using a statistical sub-sample and estimating systemfibos realistic mock data, we probe tiN(H 1) distribution at(z) = 2.5.
Contrary to what is generally believed, the distributioteexis beyond 8 cm 2 with a moderate slope of index —3.5. This result
matches surprisingly well the opacity-corrected distidmuobserved at = 0. The cosmological mass density of neutral gas in DLAs
is found to bdngLA ~ 1073, evolving only mildly over the past 12 billion years.
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1. Introduction Digital Sky Survey (SDSS, York et al. 2000) by Prochaska et al
. L . _ (2005); | Prochaska & Wolfel (2009); Noterdaeme et al. (2009,

Studying the distribution of neutral gas in and around gaRX pereaftef NO9). These studies indicate that el 1) distribu-

at different cosmological times provides a wealth of informatiofy, function (F(Nw, x), wherey is the absorption distance, see

about the formation and evolution of galaxies. The 21-cm hy= - etta et Al 1991) steepens at l@i1) > 21 and that the

perfine emission of atomic hydrogen has been used to trace éB%moIogicaI density of neutral gas contained in DLQ@L(A)

neutral gas in nearby galaxies and estimate their totahiss. ecreases significantly with time between 3.5 andz = 2.2.
Given the sensitivity of present day radio telescopes,ttib-

nique remains limited ta < 0.2 (e.g. Lah et al. 2007). At high  Several explanations for the steepeningf¢iy,y) have
redshift, neutral gas is revealed by the damped Lymaivsorp- been discussed in the literature, including conversiomfro
tion systems (DLAs) it imprints in the optical spectra ofgivi atomic to molecular hydrogen_(Zwaan & Prochaska_2006),
background sources such as quasars. Because the detdctigmall-scale turbulence, or stellar feedbalck (Erkal Et @lL22.
DLAs is only cross-section dependent, it is possible toistatSelection ects such as dust-reddening (&.g. Vladilo & P&roux
tically derive the amount of neutral gas and the correspundi2005%) could also alter the slope d{Ny;,y) in magnitude-
column density distribution at fierent redshifts independentlylimited surveys. However, the slope of the frequency distri
of the nature of the absorbers (See Wolfe &t al. 2005). tion itself is not yet well constrained at the high-columendity
The most recent contributions to the census of DLAs usethd due to rapidly decreasing statistics. Similarly, thelwev
data mining of thousands of quasar spectra from the Slotion of QP“A has been long discussed in the literature. Values
atz ~ 1 (Rao et al. 2006) have been considered uncomfortably
* The catalogue is only available in electronic form at the Gixs high when compared to thatat 0 andz ~ 2 fromiZwaan et al.
anonymous ftp tocdsarc.u-strasbg.fr (130.79.128.5) or via (2005) and _Prochaska et al. (2005) respectively. Howeve$, N
http://cdsweb.u-strasbg.fr/cgi-bin/XXXXXXXXXXXXXXXXXX. corrected upwards the value at~ 2. Since then, the value at
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z = 0 has also been corrected upwards by Braun (2012) and 10° B ;
could indicate a flatter evolution overfz < 2. w0y |
In this letter we present a search for DLAs in quasars ob- 035 |
served in the course of the Baryonic Oscillation Spectrpgco = 10% !
Survey (BOSS, Dawson etlal. 2012), one of the legacy surveys = 10 !
in the third stage of the SDSS (Eisenstein et al. 2011). We use 10@ }
the same formalism as described.in NO9 and adaBM cos- Eo |
mology withQ, = 0.73,Qy, = 0.27, and H = 70 km s* Mpc? L ‘
(Komatsu et al. 2011). 2 3 . 4 5

Fig. 1. Redshift sensitivity functiog(z) of our full DR9 sample
2. Method (dotted) and statistical sample (black) compared to th&RY

BOSS is a five-year program using improved spectrograp%og’ grey).

(Smee et al. 2012) on the SDSS telescope (Gunn et all 2006) to
obtain spectra of 1.5 million galaxies and over 150,0602.15
quasars reaching up to 1 mag deeper than SDSS-II. The survey

is mainly designed to measure the characteristic scaldriteplr

by baryon acoustic oscillations (BAOs) in the early Unieersmetal absorption lines. Finallj\(H1) is obtained by fitting a
from the spatial distribution of luminous galaxieszat 0.7 and \oigt profile to the damped Lymaaine.

the large-scale correlation of iHabsorption lines in the inter-

galactic medium az ~ 2.5 (Dawson et al. 2012). BOSS use : : ;
the same imaging data as in SDSS-I and Il with an extensi?%'q‘A candidates with logN(H 1) > 20, out of which 6,839 have

; ; —— | 3 gN(H1) > 20.3 (Table 3, in the electronic version only). We
e e o J ravide values of (ot Imis on) the cqunalent s o
87,822 quasars over an area of 3,275%16§,205 having > 2 ssociated metal lines redwards of thed.gmission line.

(Paris et al. 2012). The quasar target selection is desstriip
Ross et al. (2012, see also Bovy et al. 2011).

This approach provides us with an overall sample of 12,081

2.2. Statistical sample

2.1. Detection of DLAsS We subsequently define statisticalsub-sample that is used to
) ) ) derive theN(H 1) distribution function and the integrated cosmo-

Intervening DLAs were searched for automatically in quasgigical mass density of neutral gas. First of all, we conatvely
spectra following the.method described.in N09. We brlefly_sumeject all QSOs with even moderate balnicity $80 or flagged
marise here the main steps. For the purpose of collecting fi8ually[Paris et (. 2012) and apply a more stringent thizs
largest number of DLA% we searched the full line-of-sight to on the data quality, keeping only spectra with CNR. We then
each quasar starting where the spectral signal-to-ndiseg@r restrict the redshift range as follows: i) NO9 showed thafites-
pixel reaches 2 (definingyin) and up to the quasar redshift. Wegnce of a DLA near the blue end of the spectrum can bias the
avoid Sight-lines with broad absorption lines with balty(undex definition of zni, and proposed a Systematic 10000 krhge-
BI>1000 km s*(Paris et al. 2012). locity shift to zyi, that we also apply here. i) We consider only
_The quasar continuum is modelled over thed-yerest by the region 3000 kmréredwards of the Ly3 emission line and
fitting a modified power-law with a smoothly changing index000 kms* bluewards of the Lyr emission line. The first cut
plus Maffat profiles on top of the emission lines. Whenever thénsures that we consider only the iyforest and avoid the Ly-
Ly-a emission line was severely absorbe®(%), we used the g0 v region where associated broadGabsorption can occur
predicted unabsorbed emission from principal componeait an(even if no broad @ absorption is seen) and be mistaken as
ysis (see Paris etal. 2011) as a proxy for the truerlgmission p|As. The second cut avoids DLAs located in the vicinity ad th
beforg fitting the contingum. We then use the median cpnt'muu QSO (e.gl Ellison et al. 2002). Finally, we restrict our stuiol
to-noise ratio as an estimate of the quality of the spectmd®- the range € [2, 3.5]. This avoids the very blue end of the spectra
pendent of the presence of a DLA. Spectrawith median GNR (ye|ow 3650 A) where reduction problems have been identified
over the Ly« forest were not further considered. _ (Paris et al. 2012). We set the upper limit because the asimg

Damped absorption lines are recognised through their chggnsity of the Lye forest can introduce a significant fraction of
acteristic shape by correlating the data against syntpaiiiiles  f5)se DLA identifications due to strong blending of the dyer-
of increasing column density (see N09). In shdW(i 1), 2) pairs et |ines at the SDSS resolution (Rafelski ét al. 2012). Eheey
with Spearman’s correlation above 0.5 (and significan®r)  of 3.5 corresponds to the redshift out to which this systemat

are recorded. To constrain the strength of the absorptiem|$0 ¢4, pe reliably estimated based on an analysis of mock spectr
impose that the absorbed flux should be consistent with #& pr

ence of a DLA combined with possible Lyforest absorptions. 1 Nese cuts leave us with 37,503 lines-of-sight bearing®,42
The pairs are then grouped into individual DLA candidates §YStems with IodN(H1) > 20 (3,408 bona-fide DLAs with
gap of>1000 km s! indicates separate absorption systems), atRg N(H1) > 20.3). We present in Fid.]1 the sensitivity functions
the first guess foN(H 1) is taken from the pair with the high- 9(2) (i-. the number of lines-of-sight covering a given reéshi
est correlation. The DLA redshift measurement is then imedo for the full anq statistical samples. Our statistical DR&pke is
whenever possible by cross-correlating the QSO spectrutmeon MOre than 3 times larger than the overall DR7 sample and also

red side of the Lyman-emission line with a mask representingXtends to lower redshifts, thanks to the improved blue eove
age of the SDSS spectrograph. The total absorption patithleng

1 DLAs are contaminants for the study of the byforest correlation probed by our statistical sample ower 2 - 3.5 is Ay ~ 45,000
function (Font-Ribera & Miralda-Escudé 2012). with an average redshifz) = 2.5.
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2.3. Mocks Table 1. N(H 1) distribution function atz) = 2.5

The BOSS collaboration is constantly developing mocks that ~ =
simulate the Lymanr forest seen towards BOSS QSOs (e.g. P9NHD 109 f(Nu.x) 10g f(Nui x)eor. *  (10g f(Nei. x))
Font-Ribera et all 2012). While mocks were principally de-20.00,20.10[ -21.20 -21.44 0.02

signed for BAO studies, the important point for this study isgg'%g’gg'gg{ gig; gigg 8'83
that simulated spectra are produced with the same noiseltand fl[20:30‘20'40[ -21.66 2168 0.02
distributions as in the actual DR9 data (Bailey et al., inoore  [20.4020.50]  -21.81 21.82 0.02
Furthermore, DLAs have been introduced to the mocks with g0.50,20.60[ 21.97 -21.08 0.02
known distribution |[(Font-Ribera & Miralda-Escudé 201%e  [20.60,20.70[ -22.13 -22.14 0.03
also applied our DLA-searching algorithm to 33 realisagiof  [20.70,20.80] -22.30 -22.32 0.03
3,861 mocks representative of the DR9 data with the same cu®0.80,20.90] -22.49 -22.51 0.03
as in real data. From this exercise, the completeness aitgt pur[20.90,21.00[  -22.63 -22.67 0.03
(1 minus the fraction of false identifications) in the statsl  [21.00,21.10[  -22.85 -22.91 0.04
sample are both found to be above 95% forMNggi1) > 20.3 [21.10,21.20 -23.04 -23.11 0.04
(and higher when restricting to highl(H 1) systems). Overall, Eiggﬁjg{ gg}lg ggég 8'82
the automatic procedure systematically overestimidtesr) by o1 40’21:50[ 23.66 23.81 0.07
0.03 dex. This is much lower than the dispersion (0.20 de 1.50:21.60[ .23.83 -24.01 0.08
which corresponds to the typicablerror on logN(H1). [21.60,21.70[ -24.20 -24.20 0.08
[21.70,21.80[ -24.62 -24.62 0.12

L [21.80,21.90[  -24.85 -24.85 0.18

3. The column density distribution at (z) = 2.5 [21.90,22.00[ -25.60 -25.60 0.53
In Fig.[@a, we compare the simulated input distribution of H Egggggig{ gggg gggg 822

column densities (in the rangé(H1) = 10°° - 4 x 107! cm?)

atz = 2-3 with that recovered from mocks by our procedurQotes. @ Corrected for systematic&) Poissonian errors.

over the same redshift range. We can see that the overaéi-agre

ment is excellent; although our procedure slightly ovénesstes

f(Nh1, x), particularly at the low column density end. We usé mostly due toN(H1) overestimation due to the denser by-

the diference between the input and output distributions as tiggest together with increasing false positive identifimas. At

correction to apply to the observed distribution from rested ~ z < 2.3, the correction is upwards due to higher incomplete-
To ascertain the properties of the high-column-density emgss and slight underestimation {H 1). Note that the zero-

of f(Nui,x) —where statistics are much smaller— we have vis@oint photometric calibration can be in error by about 5%hel

ally checked all DLA candidates with Idg(H1) > 21.6. In this 4,000 A [Paris et al. 2012), which couldi@irently dfect the de-

regime, blind correction using mocks could be more uncedai tection of DLAs andN(H 1)-measurements in mocks and real

the corresponding Hfits are based on Ly-only while metals data. This problem will be addressed by forthcoming veisian

are systematically detected in the real data. Indeed, wadfeu the pipelinel(Bolton et al. 2012).

few cases where two closely-spaced DLAs were mistaken for a We observe a decrease @F** fromz = 35toz = 2.3

higher column density one. Disentangling such blends was pas in N09 and Prochaska & Walfe (2009), although with higher

sible thanks to the presence of metal lines. For each DLAieandalues az < 3.2. This can be explained by thel0% contri-

date with logN(H 1) > 21.6, the absorption profile was carefullybution of very large column density systems in DR9 and bet-

refitted manually, improving the continuum determinatioml a ter knowledge of systematics. It is unclear which valué)@'FA

using metal lines to determine a precise redshift of therdieso should be used & = 0. The measurement by Braun (2012) is

The resultingf (Nw, x) atz= 2 - 3 is shown in FiglRb with val- based on only three galaxies and although the high-column de

ues given in Tablgl1. It is apparent that the distributiorerss sity end of f (i, y) seems to be well constrained, this may not

beyond 18% cm2 with 5 systems with logN(H1) > 22 in the be true at lowN(H1) (Zwaan et al. 2005). Measurementgat 1

statistical sample (8 in the full sample). Extrapolatinig flunc- (Rao et al. 2006) are still indirect and, while direct seascfor

tion, we might expect to detect DLAs reaching MgH1) = 23 DLAs at low redshift are possible (Meiring et/al. 2011), tleeg

at the completion of BOSS. still quite limited in terms of sample size. It appears thetem-
FollowingINO9, we measure the total amount of neutral gasics dominate over statistical uncertainties across rb#te

in DLAs at (2) = 25 to beQQ™* ~ 10°3. Fig.[dc represents redshift range. Keeping this in mind, we can still concluliatt

the contribution to the total amount of neutral gas as a fanct Q¢'* evolves only mildly over the past 12 Gyr.

of N(H1). We confirm NODB’s result that the largest contribution

comes from systems witN(H1) ~ 10?*cm 2. However, it is _

interesting that the systems witi{H 1) in excess of 510?cm 2 5- Conclusion

contribute a non-negligible fraction 615" (~ 10%), although \ye have presented the first results of our ongoing survey for
they are rarely represented in most surveys. DLAs in the SDSS-I1I Baryon Oscillation Spectroscopic Seyv
Data Release 9. This represents by far the largest sample of
DLAs to date (with~12,000 systems with loiy(H 1) > 20) and
should allow numerous follow-up studies. We expect the sam-
Fig.[3 (see also Tablg 2) shows the evolution of the cosmelogie to be increased by a factor larger than two at the comple-
cal mass density in DLAs as a function of redshift. Using modion of BOSS. Using a well defined sub-sample, and contmllin
spectra, we estimate a correction for systematics (omder- systematics (which dominate over statistical errors) sith-
estimate oN(H 1), incompleteness and contribution of false poghetic spectra, we derive theiltolumn density distribution at
itives) as a function of redshift. At high redshift, the amtion (2) = 2.5 in the range 1% — 2 x 10?2 cm™2 and characterise

4. Cosmological mass density of neutral gas
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Fig. 2. Column density distribution functions from synthetic {Jeind real data (centre) &) = 2.5. Horizontal bars represent the
bin over whichf(Ngy, ) is calculated and vertical error bars represent Poisaamaertainty. The dierence between output and
input mock distributions is shown at the bottom of paadlhe double power-law arid-function fits to the DR7 distribution (N0O9,
(2) = 2.9) are shown as red dashed liné@\y;, y)(z = 0) are taken frorn Braun (2012, purple) and Zwaan et al. (2§@=n). Right:
The contribution of DLAs in a giveN(H 1) range to the total mass census of neutral gas. DR9 valuesaeted for systematics.
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